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OPENCL ON THE MOVE
Constantly improving
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• OpenCL SDK serves as a „one-stop shop” for devs

• Initial batch of native samples & utilities awarded to Stream

• The Khronos OpenCL Work-Group continues to
improve this SDK
• Second round of major improvements also awarded to

Stream🎆
• Expectation is to land improvements throughout the

summer

• Quarterly spec updates
• Clarification, bug fixes
• New features

https://github.com/KhronosGroup/OpenCL-SDK
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• cl_khr_semaphore

• A new mutable, reusable sync primitive

• cl_khr_external_semaphore
• Import/export semaphore sync primitives of/with other APIs

• cl_khr_external_memory
• Import/export buffers and images of/with other APIs

• cl_khr_command_buffer
• Record a series of commands for faster replay
• cl_khr_command_buffer_mutable_dispatch
• cl_khr_command_buffer_multi_device

https://registry.khronos.org/OpenCL/specs/3.0-unified/html/OpenCL_Ext.html#cl_khr_semaphore
https://registry.khronos.org/OpenCL/specs/3.0-unified/html/OpenCL_Ext.html#cl_khr_external_semaphore
https://registry.khronos.org/OpenCL/specs/3.0-unified/html/OpenCL_Ext.html#cl_khr_external_memory
https://registry.khronos.org/OpenCL/specs/3.0-unified/html/OpenCL_Ext.html#cl_khr_command_buffer
https://registry.khronos.org/OpenCL/specs/3.0-unified/html/OpenCL_Ext.html#cl_khr_command_buffer_mutable_dispatch
https://registry.khronos.org/OpenCL/specs/3.0-unified/html/OpenCL_Ext.html#cl_khr_command_buffer_multi_device
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• Group of OpenCL experts from both industry and 
academia

• Participation is free of charge
• Members get access to

• Working drafts of the spec
• Internal discussion materials
• Direct channel of communication with the WG

• Infrequent panel meetings

• If interested, reach out to the AP liaison
• mate[[@]]streamhpc.com

ADVISORY PANEL 
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• Project of Tampere University, Argonne National 
Laboratory et al.

• HIP implementation running on SPIRV-enabled
OpenCL runtimes

• Project available on GitHub

CHIP-SPV
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https://github.com/CHIP-SPV/chip-spv


SYCL ON THE MOVE
Rapid progress
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• IWOCL 2023 conference
program
• Ctrl+F, SYCL, 92-hits
• Not 92 talks, but the vast

majority

• OpenCL comes in as a 
distant second

• Interpretation?
• OpenCL is far more fleshed

out, needs less
foundational work

• Discrepancy not visible in 
cuurrent research

THE COOL KID IN TOWN
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https://hgpu.org/?s=opencl

https://www.iwocl.org/iwocl-2023/conference-program
https://www.iwocl.org/iwocl-2023/conference-program
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• Adoption of SYCL 1.2.1 was held
back by the adoption of SPIR-V 
across the OpenCL ecosystem

• SYCL 2020 introduces
• Non-OpenCL back-ends via generic

interop system
• Universal Shared Memory to

capture host-side memory
• Improved buffer, accessor, host-

task interfaces
• Built-in device-side algorithms
• Minimally C++17 conformant

2020
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https://github.com/OpenSYCL/OpenSYCL/
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• UVA, SVM, 
USM… all the
same
• Or are they?

UNIFIED SHARED MEMORY
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https://registry.khronos.org/SYCL/specs/sycl-2020/html/sycl-2020.html#sec:usm
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• UVA, SVM, 
USM… all the
same
• Or are they?

• These
allocator
types unify
existing
features sets

UNIFIED SHARED MEMORY
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cu/hipMalloc()

cu/hipManagedMalloc()
SVMalloc()

Pinned memory

https://registry.khronos.org/SYCL/specs/sycl-2020/html/sycl-2020.html#sec:usm
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• GROMACS development team prefers open standards
• AMD prefers HIP back-end

• Rule out 3rd party defects

• AMD benefits from the SYCL back-end
• Reduce maintenance cost of HIP back-end
• Can draw inspiration from for optimization ideas

• Stream HPC improving the HIP back-end
• Use hipSYCL macros for hip source interoperability
• Add VkFFT to hipSYCL HIP backend
• Add CDNA II optimized float3 implementation

• GROMACS improving SYCL back-end based on HIP
• SYCL listed forces: optimize parameter passing

SYCL INTERACTIONS
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https://gitlab.com/gromacs/gromacs/-/merge_requests/2662
https://gitlab.com/gromacs/gromacs/-/merge_requests/2867
Add%20CDNA%20II%20optimized%20float3%20implementation
https://gitlab.com/gromacs/gromacs/-/merge_requests/3496
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https://gitlab.com/gromacs/gromacs/-/merge_requests/3496



OPENCL & SYCL
What is the fundamental difference?
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Host side Device side

WHAT IS THE BIG DIFFERENCE?
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Language

Library



WE’RE HIRING
https://streamhpc.com/jobs/
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THANK YOU FOR YOUR 
ATTENTION
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