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What is Whole Slide Imaging (WSI)

- refers to scanning of conventional glass slides to produce digital images
- WSIs are very large: 

- 30 x 20 mm at 40x (0.25 um/px) ~10 gigapixels, ~30 GB uncompressed

- Tiling
- image divided into grid of rectangular tiles (e.g. 512x512 px) 
- index of tile to file offset 
- only read tiles overlapping with ROI 
- fast random access, fast panning

- Pyramid levels
- each downsampled by 0.5x
- zooming in → larger ROI → more pixels and tile → slower
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https://pixelscientia.com/articles/from-patches-to-slides/
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WSI preprocessing and difficulties

- huge dataset size (TB scale)

- disk  read and write speed is essential

- deep learning models cannot take raw slides as input

- annotation of regions/patches is time consuming, leads to losing global context

- Workarounds:

- multi-instance learning: learn with global slide label and patches

- learning with smaller representations (embeddings)
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Breast cancer stage prediction using gigapixel pathology images
(A Nightingale Open Science Challenge)

- Goal:
- predict the stage of a patient’s cancer using only the slide images generated by breast biopsy

- Data:
- 4.335 breast biopsies, 72.400 slides, 4.200 cases

- slide resolution around 100.000 x 150.000 pixels

- average slide size ~2 GB

- total data ~ 130 TB

- difficulty: work possible only on a cloud platform
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https://www.nightingalescience.org/news/winners-of-the-high-risk-breast-cancer-prediction-contest-1

https://www.nightingalescience.org/news/winners-of-the-high-risk-breast-cancer-prediction-contest-1
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Problem to solve
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Multi Instance Learning

- Motivation: only global label is known
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Our workflow - Deep multi instance learning and attention
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● data preprocessing
● masking
● patch extraction
● bag generation

patch extraction from annotationsPublic dataset
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Contest Phase 1 - 1st place
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https://github.com/csabaiBio/nightingale_breast_contest_phase1

https://github.com/csabaiBio/nightingale_breast_contest_phase1
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Unique Properties of WSIs

- visual concepts are objective, at a given 

magnification the image scale is fixed (20x - 0.5mpp)

- WSIs exhibit a hierarchical structure of visual tokens 

across varying resolutions: each part is semantic 

and fits into a larger object

- 16x16 images: captures individual cells, cell activity 

- 256x256 images: cell to cell interactions 

- 4096x4096 images: interaction within the tissue 

microenvironment, spatial organization of cells 

- WSI: overall tissue microenvironment
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https://arxiv.org/pdf/2206.02647.pdf
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Vision Transformer
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- very similar architecture and mechanism to the original Transformer

- input sequence is sequence of image patches with position embeddings

- current state-of-the-art for wide range of tasks

https://arxiv.org/pdf/2010.11929.pdf

https://arxiv.org/pdf/2010.11929.pdf
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Scaling Vision Transformers to Gigapixel Images via Hierarchical Self-Supervised Learning
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https://arxiv.org/pdf/2206.02647.pdf
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Hierarchical Self-Supervised Learning

Benefits:

- unsupervised training
- compression of data -> smaller representations (embeddings)

- e.g: 

- e.g: 100 TB -> ~ 1 GB

- fitting into the RAM, increase of batch size
- handy for downstream tasks and experiments

12

slide with 50.000 patches 
(256x256x3), uint8

~ 7.86 GB 

~ 150x192 embeddings
float16

~ 57.6 kB 
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Contest Phase 2 - 1st place

https://github.com/csabaiBio/nightingale_breast_contest_phase2

https://github.com/csabaiBio/nightingale_breast_contest_phase2
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Computational challenges - how we achieved these results

- Get to know the hardware - first very important step!
- Is it a standalone server or cloud? If cloud, is it free/paid?
- Amount of available RAM/CPU/GPU?
- Calculate/measure theoretical limits of data processing (disk speed, network speed, etc.)

- Get to know the restrictions of data sharing policy (medical images).

- Dive into the packages, insert/add codes/implementations.
- Data loaders
- Models
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Computational challenges - how we achieved these results
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Thank You!
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WSI preprocessing and difficulties - A solution

- an in-house developed framework that supports various WSI preprocessing steps that are needed to allow 
artificial intelligence-based analysis
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A toolbox to simplify tasks with Whole Slide Images

simplified, optimized 
slide or patch reading ROI segmentation and patch extraction

patch extraction from annotations
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- developed with focus on general 
usability, modularity, scalability, 
maintainability

- use of design patterns, software design 
principles

- user-friendly API-like commands

- easily repurposable not just for other 
tissue types but in general for any 
digital microscopy problem

- will be open-sourced and released to 
the Python PyPi index as installable 
package
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Example of usage:
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easy installation via pip, 
one-line to import

instantiation of desired objects 
(e.g. reader, patcher, annotator 
etc.) needed only once, can be 
used multiple times

based on the file extension and 
reading level, the reader objects 
automatically determines the 
optimal reading method for 
maximum speed


