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128 MB 128 GB

2020
1 TB

1956
5 MB

LHC in numbers: 2013 and now:
Data: 15   PB/year  vs 200+ PB/year
Tape: 180 PB     vs 740+ PB 
Disk: 200 PB     vs 570+ PB
HS06: 2M     vs 100+ B

Storing and distributing the data is only one side 
of the challange

The PROBLEM

→ reconstruction, analysis, 
simulations...
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The PROBLEM

https://cloud.datapane.com/reports/dkjK28A/big-data-2021/
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The SOLUTION

Mission: “provide global computing resources 
for the storage, distribution and analysis of 
the data generated by the LHC.”

Today: 
1.4 million computer cores
1.5 exabytes of storage
170+ sites in 42 countries
The world's largest computing grid
CERN: 20% of total resources
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WLCG
LHC experiments were designed and built from 1984 onwards
● the challenge of LHC computing was only tackled seriously only at the end of the ‘90s
Mission: collect, distribute, process and preserve (!) data
● Data: not just “physics” → also documentation, software + environment, know-how...
Time changes also the perspective:
● 100TB per LEP (Large Electron-Positron Collider) experiment: immensely challenging at 

the time → now “trivial” for both CPU and storage
Grid: 24/7 service globalwide (was not trivial at the beginning)
● Distributed Computing = Distributed Spending (and = Distributed Discoveries!)

Recent emerging challenges: adoption of opportunistic resources
– High Performance Computing (supercomputers)
– Volunteer Computing (general public, LHC@Home → ~1%)
Other related topics with increasing importance: sustainability, carbon footprint, electricity costs...
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WLCG

    High Performance Computing vs Grid:
– Massively parallel vs (single-node) workload
– Low I/O vs high I/O
– Restricted environment vs open environment
– Multiple CPU/OS flavours vs single (CPU)/OS flavours
– username/password vs x509 cerfiticate

https://conferences.lbl.gov/event/644/#2-discussion-of-doe-review-tal

Main Grid ingredients:
● Computing Elements
● Storage Elements
● Information system

● You should only be sure that the data that 
you want are on the grid

● Don’t need to know where the data is
● Don’t need to know where your job is going 

to be running
- X509-based authentication
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Since spring of 2022: at the Wigner DC
4000 cores (shared between CMS (2/3) and ALICE (1/3))

3.6 PB disk

2023

Tier-2 + AF in Budapest



 

Tier-2 + AF in Budapest

WSCLAB
WIGNER SCIENTIFIC COMPUTING 

LABORATORY



 

● HIJING++
○ Next-gen heavy-ion Monte Carlo event generator

● Machine learning for plasma channel profiling
○ Monitoring tool for the AWAKE experiment

● Modeling hadronization with Machine Learning techniques
● proton-CT

○ Novel medical imaging method with ALICE-developed detectors
○ Accelerating the image reconstruction with Machine Learning

● ALICE, CMS publications
● Contribution to COVID-19 research
● Gravitational waves

○ Ligo/Virgo
● High-precision calculations for nuclear reactor dynamics

● Collaboration Spotting
● QA centre for the ALICE TPC upgrade
● CRU development for DAQ
● Participation in the Quantum Technology Initiative

○ National Quantum Technology Program
○ Dedicated grants
○ Investment on Maxeler DataFlow Machines 2022Q2

● ...

(Other research projects)

https://arxiv.org/abs/1901.04220
https://arxiv.org/abs/2205.12731
https://arxiv.org/abs/2111.15655
https://arxiv.org/abs/2202.05551
https://alice.wigner.hu/articles.html
https://twiki.wigner.mta.hu/twiki/bin/view/CMS/WebHome
https://iopscience.iop.org/article/10.1088/1361-6382/ac5d17
https://www.mdpi.com/1996-1073/15/8/2712
https://collaborationspotting.web.cern.ch/node/4
https://www.sciencedirect.com/science/article/abs/pii/S0168900218308222?via=ihub
https://iopscience.iop.org/article/10.1088/1748-0221/16/05/P05019
https://ercim-news.ercim.eu/en128/special/simulation-of-photonic-quantum-computers-enhanced-by-data-flow-engines
https://wigner.hu/quantumtechnology/en/node/1
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WLCG
How does it look like in practice?
You will need:
0) Some coding skills

Analysis codes (also in small scales), collaboration frameworks...

1) Authentication and authorization
Registration with an LHC-recognised VO (~usership at an experiment), CERN Grid User certificate

2)Have a working environment
The way to submit an analysis can be very different among the experiments

3)The Grid itself
● Batch system,  resource broker, resource discovery, accounting, monitoring...
● How much resource do I need? Which data do I need? Where is that data accessible? Where are resources 

available (close to the data)? What is the expected output?...
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ZOLTÁN VARGA: TOMORROW 
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Thank you!

Acknowledgement: OTKA K135515, NKFIH 2019-2.1.6-NEMZKI-2019-00011, 2020-2.1.1-ED-2021-00179, the Wigner Scientific Computing 
Laboratory and MILAB RRF-2.3.1-21-2022-00004.

Portals, resources to read:
● https://home.cern/science/computing
● https://wlcg-public.web.cern.ch/
● https://wigner.hu/hu/wsclab
● http://gpu.wigner.hu
● https://wignerdc.wigner.hu
● https://aliceo2group.github.io/analysis-framework/docs/
● https://alice-doc.github.io/alice-analysis-tutorial/
● https://docs.egi.eu/users/compute/cloud-compute/

https://home.cern/science/computing
https://wlcg-public.web.cern.ch/
https://wigner.hu/hu/wsclab
http://gpu.wigner.hu/
https://wignerdc.wigner.hu/
https://aliceo2group.github.io/analysis-framework/docs/
https://alice-doc.github.io/alice-analysis-tutorial/
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