
CERN
Quantum Technology Initiative 

Sofia Vallecorsa
CERN QTI Coordinator
CERN



Content

2

The 2020-2023 CERN Quantum Technology Initiative
• Scope and scientific results 
• Examples from Quantum Sensing, Communication and 

Computing
Leveraging CERN expertise for advancing Quantum Technologies 
The CERN QTI Phase2: a new research program



CMS

ATLAS

ALICE

LHCb
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CERN



Develop technologies required by 
the CERN scientific programme

Integrate CERN to future quantum 
infrastructure

How does CERN engage in Quantum Technologies?
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QT4HEP HEP4QT

Extend and share technologies 
available at CERN 

Boost development and adoption of 
QT beyond CERN



The CERN QTI launched in 2020 

5QTI Roadmap: https://doi.org/10.5281/zenodo.5553774

Main objectives
• Identify areas where CERN can 

contribute to QT development
• Evaluate impact of quantum 

technology on CERN programme
• Align with quantum initiatives in the 

CERN Member States
• Facilitate the collaboration across the 

HEP community and between HEP and 
the QT



An exploratory initiative
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Quantum simulation and 
HEP theory applications
Quantum Computing 
Quantum Sensing
Quantum Communication

Computing: > 60 papers with > 800 cumulative citations
(Dec 2023, Google Scholar)
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Some results from QTI1 (I)
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Quantum Theory and Simula2on
• QC applica)ons to LQCD scalability (small la4ces, long range)

• Quantum sensing for atom interferometry of GW and DM

• Atomic clocks for new physics searches

Quantum Compu2ng and Algorithms
• Qantum algorithms for event genera)on, detector simula)on, data 

processing

• Characterisa)on of different classes of algorithms for robustness, noise 
behaviour

• Quantum compu)ng infrastructure (simulators and devices) to support all 
CERN projects



Some results from QTI1 (II)
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Quantum Sensing, Metrology and Materials
• Quantum dots with different nanomaterials and embeddings

• Procedures to transfer graphene layers nanostructures for gaseous detectors

• AMO-based DAQ and experiment control systems (AEgIS, ArtiQ) achieving dramatic 
speed-up in working procedures and automation

Quantum Communications and Networks
• A Quantum Key Distribution simulator with noise and attacks simulation

• Aapplications of QKD protocols to distributed data analysis with end-to-end privacy

• Tests on QKD hardware and fibre links



Secure Data Analytics 
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• QKD simulator including attacks

• Quantum Key Distribution (BB84 protocol)

• QKD link between CERN and the IDQ Data 
centre hosted by SIG in Geneva



The Quantumacy Platform
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Homomorphic
Encryption

https://doi.org/10.5281/zenodo.7539229

Secure Federated Learning demonstrator

Example of a block chain framework to record and validate transac7ons across a distributed data 
analysis pipeline using keys generated by the QKD infrastructure and homomorphic encryp7on.
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Computing



Big Data @LHC?

arxiv:2202.07659
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The LHC produces more than 1 billion 
particle collisions per second
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So far only negative results in direct (model dependent) searches 

New Physics at the LHC

How to insure we 
do not miss 
potential 
discoveries?

We can design 
model agnostic 
searches!
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A typical hybrid QML workflow

Data compression Quantum algorithm«Normal» training 
data

Output

Wózniak, Belis, Grossi, Vallecorsa et al. - https://arxiv.org/abs/2301.10780

Paper Code
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https://arxiv.org/abs/2301.10780


Results

Quantum kernel machine works best for 
more complex physics

Comparison to classical algorithms:
best-performing model with similar complexity
trained and tested on the same data
• RBF-based SVM

AUC shows marginal advantage for quantum 
algorithm

Evaluate performance at typical working, where 
εs = 0.6, 0.8



Characterizing the advantage Higher is better

NE0: 1 layer - No entanglement
NE1: no entanglement

Full entanglement (all-to- all)

Given signal and background efficiencies, 
εs and εb respec)vely:

Performance advantage is consistent
• Increase in the expressibility and entanglement 

up to L=4  improve performance, reduce it above
• Full entanglement is not better

Classical is better than 4 qubit QSVM
Increasing expressibility improves performance



Beam optimisation in linear accelerators

• Action: (discrete) deflection angle 
• State: (continuous) BPM position 
• Reward: integrated beam intensity on 

target
• Optimality: fraction of states in which the 

agent takes the right decision

Michael Schenk et al., Hybrid actor-critic algorithm for 
quantum reinforcement learning at CERN beam lines, 
e-Print: 2209.11044 [quant-ph]

29.05.24 18

2GeV electron 
beam line



Sample complexity and representational power

29.05.24 19

QRL use cases confirms advantage in 
terms of model size and training steps

Michael Schenk, Elías F. Combarro, Michele Grossi, Verena Kain, Kevin Shing Bruce Li, 
Mircea-Marian Popa, Sofia Vallecorsa, Hybrid actor-critic algorithm for quantum 
reinforcement learning at CERN beam lines. arXiv:2209.11044

• Quantum RL  massively 
outperforms classical Q-learning 
(8±2 vs. 320±40 steps with e. r.)



QC research direc,ons in HEP
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• Quantum computing could be revolutionary in HEP
• To go beyond the hype we need concrete challenges

• What are the most promising applications?
• How to define performance metrics and validate results? 

• Experimental data has high dimensionality
• Can we train Quantum Machine Learning algorithms

effectively?
• Can we reduce the impact of data reduction techniques?

• Experimental data is shaped by physics laws
• Can we leverage them to build better algorithms? 

QC4HEP 
working group



Methods and applications
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CERN QTI2



Develop technologies required by 
the CERN scienBfic programme

Integrate CERN to future quantum 
infrastructure

How does CERN engage in Quantum Technologies?
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QT4HEP HEP4QT

Extend and share technologies 
available at CERN 

Boost development and adop@on of 
QT beyond CERN



Unique CERN expertise

Superconducting Coatings for RF Cavities
Unique expertise at CERN with potential impact for both quantum computing 
and quantum networking
• Quantum Computing

Explore SRF Cavities for  bosonic quantum computers 
• Quantum Networks

use of SRF Cavities for quantum transducers? 

Artificial Intelligence on FPGAs (based on CERN expertise on DAQ systems)
• Error correction is one of the greatest outstanding challenges in quantum computing. Any error correction has 

to happen sufficiently fast such that it is within the lifetime of the qubit. CERN’s expertise in fast inference and 
machine learning could be a valuable contribution to this field. 

• Improved error correction on quantum computer

08/05/2023 CERN QTI Phase 2 (SPC) 24



White Rabbit technology for time synchronisation

Ini$ally meant for large physics facili2es: CERN, GSI. . .
Based on well-established standards
• Ethernet (IEEE 802.3), Bridged Local Area Network 

(IEEE 802.1Q), Precision Time Protocol (IEEE 1588)
Extends standards to meet new requirements and 
provides
• Sub-ns synchronisa2on
• Determinis2c data transfer
Ini$al specs: links ≤10 km & ≤2000 nodes
Open Source and commercially available

13th WR Workshop (21-22 March 2024 at CERN) https://ohwr.org/project/white-rabbit/wikis/mar2024meeting. and
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https://ohwr.org/project/white-rabbit/wikis/mar2024meeting


CERN QTI Phase 2
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HYBRID QUANTUM 
COMPUTING AND 
ALGORITHMS

QUANTUM 
NETWORKS AND 
COMMUNICATIONS

COLLABORATION 
FOR IMPACT

CERN QUANTUM 
TECHNOLOGY 
PLATFORMS

Launched  January 2024

A 5 years research plan



Monaco, at al. Physical Review 
B 107.8 (2023): L081105 QML for quantum data: drawing phase diagrams

• Use Tensor Networks to study phase diagram of a Ising model
• State-of-the-art caracterization incl. Floating Phase
• Provide input to QML algorithm

• (Un-)Supervised QML to classify the ground state 
• Bottleneck from access to classical training labels 

• Train in integrable subregions
• Use an Anomaly Detection approach

27

Cea, at al. , arxiv (2024)



Supervised Quantum Convolutional NN

Classical 
label

28

Train on analytically solvable
points along the axes

Train on all classes



Unsupervised Quantum Auto-Encoder 
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Train on state at (0,0)

Floating Phase !



Quantum sensor R&D for particle 
physics

Aligned with the 2021 ECFA Detector 
Research and Development Roadmap

To be submitted to CERN for review and 
approval

Soon available on quantum.cern

The DRD5 (RDq) collaboration proposal:
R&D on quantum sensors
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WP-1 : Atomic, nuclear and molecular systems and 
nanopar8cles in traps & beams
• ExoHc systems in traps and beams
• Atom Interferometry
• Networks, Signal and Clock distribuHon
WP-2 : Quantum materials (0-, 1- and 2-D 
materials)
• ApplicaHon-specific
• Extended funcHonaliHes
• SimulaHons
WP-3: Cryogenic materials, devices and systems 
WP-4: Scaling up “quantum”
WP-5 : Quantum techniques for sensing
….



Summary and Outlook
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A new exciting phase of Quantum Technology research opens at CERN
• Focus continues on the applicability of Quantum Technologies to High Energy 

Physics
• Build on CERN existing expertise to contribute to the development of Quantum 

Technologies
• Extending the network of collaborations is essential

Thanks!





Quantum optics control systems for HEP experiments
Goal: port & develop emerging quantum optics experiments standards for control of HEP experiments

TALOS (Total Automation of LabVIEW™ Operations for Science): autonomous unsupervised control system for complex 
experiments

Automated execution of many devices to 1 ns (DAC’s, sequencers, pulsers, phased DAC’s, digital frequency generators, … )

Already generating interest in atomic physics and trapped ion communities

device 1 device 2

Scalable, modular, high degree of automation

HW: based on emerging SINARA standard

SW: based on ARTIQ (Advanced Real Time
Infrastructure for Quantum physics) standard
control: Python based

Marco Volponi
Low Energy Antimatter conference, 
2023
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Geometric Quantum Machine Learning 

06.03.24

§ Given a data point 𝑥 ∈ 𝒳 and its label y ∈ 𝒴 
§ Estimate the prediction  𝑦! from observable 𝑂:	 𝑦! 𝑥 = 𝜓 𝑥 𝒰" 𝜃 𝑂	𝒰(𝜃) 𝜓(𝑥)	
§ Given a symmetry group 𝔊 on the data space 𝒳
§ 𝕲	– Invariance :  For all 𝑥 ∈ 𝒳 and 𝑔 ∈ 𝔊

𝑦! 𝑔 𝑥 = 𝑦! 𝑥
§ Final prediction 𝑦! is invariant if: 

S. Y. Chang et al., IEEE QCE23

Equivariant data embedding: 

For  feature map 𝜓:𝒳 → ℋ  

𝜓 𝑔 𝑥 ) = 𝑉! 𝑔 𝜓 𝑥 0⟩

𝑉! 𝑔  = Representa8on of 𝑔 on ℋ 
induced by 𝜓

Equivariant ansatz:

For operators generated by a fixed 
generator 𝐺 as 𝑅" 𝜃 = exp −𝑖𝜃𝐺 : 

𝑅! 𝜃 , 𝑉"[𝑔] = 0	 ↔ 𝐺, 𝑉"[𝑔] = 0
Invariant Measurement:

𝑉"
# 𝑔 𝑂𝑉" 𝑔 = 𝑂	

34



Equivariant Quantum CNN 

06.03.24

§ Construct equivariant quantum CNN under 
rotational & reflectional symmetry  (p4m)

§ Improved generalization power

Extended MNIST 
Image classification: 

(digits 4,5) 

ℋ = −𝐽'
⟨"#⟩

	

𝜎"𝜎#	

Ising spins phase 
classification :

35



Noise effects on EQNN wrt discrete 
symmetry groups e.g. 
𝒁𝟐: R(σ)⋅(xi) = −xi

Bit Flip, Depolarizing (Pauli) and 
Amplitude Damping channels

Noise induced symmetry breaking

06.03.24 36

Adaptive threshold classificationEQNN performance drops with AD

EQNN-Z native:  Z0Z1 commutes with the AD channel generator, but native gate set is limited on hardware!

DP should not affect symmetry

Tüysüz, Cenk, et al. "Symmetry breaking in geometric quantum machine 
learning in the presence of noise." arXiv preprint arXiv:2401.10293 (2024).



Tests on ibm_cairo
Confirms AD channel is dominant
Symmetry breaking is linear in the number of layers

Tests on ibm_cusco using hardware efficient ansatz
and pulse efficient gate implementation
create RZX(θ) gates by controlling pulses in a continuous way

LM reaches 50% (random) at around 50 qubits

Symmetry breaking on hardware

06.03.24 37

Number of layers

(Number of layers log2N)

Label Misassignment uses adaptive
thresholds

Number of qubits

ibm_cairo

ibm_cairo



Agent interacts with environment
• Follow policy 
• Find policy that maximizes

Quantum Reinforcement Learning 

Expected reward is estimated by value function 𝑸(𝒔, 𝒂) 
• DQN: Deep Q-learning (NN-based)
• FERL: Free energy-based RL (clamped Quantum Boltzmann Machine)

Michael Schenk et al., Hybrid actor-critic algorithm for quantum reinforcement 
learning at CERN beam lines. arXiv:2209.11044

Implement the quantum NN on a set of qubits
Quantum computer calculates the reward as the energy of the qubit system
In this framework the agent is classical

29.05.24 38



Guided Quantum Compression

06.03.24 39

V. Belis et al., arxiv: 2402.0952 

Two hybrid quantum-classical strategies:
GQC: Joint  training
2Steps: The data compression step is independently trained



Latent Space Representation

06.03.24 40

2 Steps GQC



Results

06.03.24 41

b-tag features are high 
level features 
containing
information about the 
quark content

Including b-tag No  b-tag

CHALLENGE: DATA COMPRESSION 

compression method has 
significant impact on the 
classifier performance. 



Actor-Critic Q-learning training D-Wave Advantage

CERN AWAKE facility
2GeV electron 
beam line

QBM
QA

Successful
evaluation on the real
beam-line

Real
Simulated

Michael Schenk et al., Hybrid actor-critic algorithm for quantum reinforcement
learning at CERN beam lines, e-Print: 2209.11044 [quant-ph]

29.05.24 42



Challenge

Theore&cal predic&ons of sca1ering processes have  
limita&ons which make them applicable in regimes accessible 
via perturba&on theory mainly capturing equilibrium 
proper&es (e.g. Monte Carlo methods). The “sign problem” 
and the complexity of numerical integra&on  make real-&me 
simula&ons challenging.

Example 1: Simulation of Real-Time Phenomena

43

Goals

Use the Hamiltonian formalism by discre:sing the space 
dimensions in square/cubic la=ces and keeping :me as a 
con:nuous variable. 

Ex: Kogut-Susskind formula:on of (2+1)D QED

Htot = HE + HB + Hm + Hkin

Quantum methods

The Hamiltonian can be encoded on a quantum computer 
using various ansatz, the ground-state energy can be found 
using methods like VQE, SSVQE, or VQD

Analog quantum devices can also be used to approximate the 
&me evolu&on of the target H. 

Tensor Networks are interes&ng at equilibrium and out-of-
equilibrium (for low entanglement produc&on)

Chen, Zhuo et al. ArXiv abs/2212.06835 (2022)



Challenge

Neutrinos play a central role in extreme astrophysical 
events (supernovae or  neutron star). Neutrino clouds are 
a strongly coupled many-body system, direct solution of 
the flavor evolution equations can be exponentially hard 
with classical simulations.

Example 2: Collective Neutrino Oscillations

44

Goals

Study the flavor evolution of a homogeneous gas of neutrinos 
both at fixed density and at different local conditions (e.g. 
within the emitting neutron stars and as they travel in space) 
using a Hamiltonian formulation

𝐻 =%
!"#

$

𝒃𝒊 ⋅ 𝝈𝒊 +𝜆&%
!"#

$

𝜎!' +
𝜇
2𝑁%

!()

$

1 − cos 𝜃#) 𝝈𝒊 ⋅ 𝝈𝒋

Quantum methods

The Hamiltonian can be encoded on a quantum computer 
using 1 qubit per neutrino, which so far restricts the 
simulation to small N numbers.

Evolution of the method involves scaling to higher N à 
more qubits, and more sophisticated initial conditions 
than simple wave-functions of non-correlated neutrinos.

(Image: IIT Guwahati)



Challenge
Reconstruc:on of high-level physics features (ex. 
trajectories) from detector output is a complex task due 
to the high granularity geometry of detectors.
At next genera:on hadronic collider detectors, the 
dimensionality of the problem will increase by orders of 
magnitude.

Example 3: Particle Jets and Trajectory reconstruction

45

Goals

Reduce time to solution. Pattern recognition 
tasks are formulated as multi-step processes. 
The goal is achieved by accelerating individual 
steps or designing new end-to-end approaches 
beyond today’s estimation algorithms.

Quantum methods

The problem can be formulated as QML, as a energy 
minimisa8on problem (using both quantum 
annealers and digial computers) or as a search
problem (using quantum associa8ve memories) (ex. 
Quantum Associa:ve Memory (annealer based or 
digital)

200 
simultaneous
collisions!



The ANNNI Phase Diagram

29.05.24 46

Use MPS representation of ANNNI model 
• DMRG to analyse phase diagram of finite size 

systems (up to 480 sites)
• Detailed properties study Study correlation range by fixing the transverse field 

and varying the frustration parameter:

Generate wave
function (up to 20 
spins) as input to 
the QML analysis


