
Yoshikazu Hagiwara in collaboration with Sanjin Benić 
(University of Zagreb)

A Unified Framework for Gluon 
GTMDs in the Small‑x Regime

ACHT, May 07 2025, Budapest 



Contents

• Introduction to PDFs and Color Glass Condensate 

• Two parameterizations of twist 2 gluon GTMDs 

• TMD and GPD limit 

• Conclusions



Understanding the proton(hadrons)

• Protons contribute to nearly 90% of the visible 
mass in the universe, making up the bulk of the 
mass of atoms. 
→ proton mass

• The proton is a composite particle, made up of 
quarks and gluons. 
→ proton spin, mechanical properties of proton

• No color-charged objects have been observed in 
isolation  
→ color confinement mechanism Nature volume 615, pages 813–816 (2023)
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8.10 Factorization formula for structure functions 277

scattering. Then factorization of the hadronic tensor has the form:

Wµν =
∑

j

⎧ 1+

x∅

dξ

ξ
Tr C

µν
j (q, ξP ; αs , µ) ρj (ξ ; µ) fj (ξ ; µ) + p.s.c.

= Cµν ⊗ ρf + p.s.c. (8.81)

With a slight change of notation, the hard-scattering coefficient, C
µν
j , has acquired helicity

indices, and is traced with the partonic helicity density matrix. It is to be thought of as
giving DIS on a parton target of flavor j and fractional longitudinal momentum ξ . There
is a sum over all parton flavors j and an integral over all kinematically accessible ξ . A
convenient notation for the integral over ξ , the sum over j and the trace with ρ is the
convolution symbol ⊗ in the last line.

As explained in Sec. 6.5, the combination of ρj fj can be written in terms of the
unpolarized densities fj and asymmetry densities %fj and δTfj for helicity and transversity,
for the case of a spin- 1

2 target. (A generalization is needed for higher spin targets like the
deuteron.)

We express C
µν
j in terms of scalar coefficient functions F̂ij by relations like those for

the regular structure functions, (2.20), except for the use of the momentum of the struck
(massless) parton instead of the momentum of the target hadron:

Tr C
µν
j ρj =

⎪
∅gµν + qµqν/q2⎨ F̂1j (x/ξ,Q2)

+ (ξ P̂ µ ∅ qµξ P̂ · q/q2)(ξ P̂ ν ∅ qνξ P̂ · q/q2)

ξ P̂ · q
F̂2j (x/ξ,Q2)

+ iεµναβ qαSj,β

P̂ · q
ĝ1j (x,Q2) + F3 term + extra gluon term. (8.82)

Here P̂ = (P +, 0, 0T) is a massless projection of the target momentum, so that k̂
def= ξ P̂ is

the momentum of the struck parton, in the approximation that is used in the hard scattering.
An exact transcription of (2.20) would also include a ĝ2 structure function associated with
transverse quark spin. We omit it since ĝ2 is zero to all orders of perturbation theory
(Sec. 8.10.5). Therefore we need only the longitudinal polarization of the parton, and we
assign it a spin vector Sj,µ = λj k̂µ, where λj is the parton’s helicity. This is used with the
ĝ1 structure function.

In QCD, the gluon has spin 1, and when the hadronic target has spin greater than 1
2 ,

there is a possible term in the gluon’s density matrix that flips helicity by two units: see
Artru and Mekhfi (1990) and problem 7.11. This results in the “extra gluon term” in (8.82).
I have left it as a (probably academic) exercise, to sort out the details (problem 8.3).

8.10.2 Factorization for structure functions

To get factorization formulae for the structure functions, we insert (8.82) in the factorization
formula (8.81). Then we use the results from Sec. 6.5 that a parton in an unpolarized target
is itself unpolarized and that its helicity is proportional to the target helicity. These results
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Parton distribution functions
Factorization theorem
QCD factorization theorem separate non perturbative and perturbative 
parts

244 Factorization for DIS, mostly in simple field theories

Fig. 8.1. Deeply inelastic scattering of an electron on a hadron. This is like Fig. 2.2, but with
more partons exiting the short-distance hard scattering. The struck parton and the partons
resulting from the hard scattering are indicated by dashed lines.
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Fig. 8.2. Most general leading regions for DIS. The lines in the lower bubble are collinear
to the target hadron, and the lines in the upper bubble have large transverse momentum, of
order Q. (a) In a theory without gauge fields, exactly one line on each side of the final-state
cut joins the two bubbles. The labels ω and ω∅ are for the flavor, color and spin of the
intermediate parton lines. (b) In a theory with gauge fields, arbitrarily many extra gauge-
field lines may join the bubbles. The solid lines may be quarks or transversely polarized
gluons. In a gauge theory there may also be a soft subgraph at leading power.

scattering without a power-law suppression. This is manifested experimentally in events
like that in Fig. 5.10. Naturally, an appropriate coupling for the short-distance scattering is
αs(Q), whose smallness in QCD allows the use of perturbation theory.

Our calculations in Sec. 6.11 showed another consequence of a dimensionless coupling,
that the number density of partons only falls off in transverse momentum roughly as 1/k2

T.
Therefore the number of partons, integrated over kT, and naively interpreted, diverges. The
picture of limited transverse momentum for the constituents, implicit in Fig. 8.1, therefore
needs to be distorted.

The formalization of these ideas starts from the Libby-Sterman analysis in Ch. 5, which
determines that the leading regions for DIS are those illustrated in Fig. 8.2.

8.1.1 Leading-power regions without gauge fields

In a model field theory without gauge fields, all the leading regions are of the form of
Fig. 8.2(a). The lower bubble consists of lines whose momenta are collinear to the target.
The upper bubble consists of lines with very different directions than the target or that are
far off-shell. On each side of final-state cut, one line connects the collinear subgraph to
the hard subgraph. This corresponds to the single struck parton in Fig. 8.1. Scattering off
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Non perturbative part is universal and called Parton distribution 
functions

J. Collins 2011

232 Parton theory: further developments

covariant gauge, the fields commute at space-like separation, so no conflict arises if we use
Wilson lines in space-like directions. This will be the case for TMD densities (Ch. 13) and
for the Sudakov form factor (Ch. 10).

For normal integrated parton densities, one uses light-like lines in the direction n =
(0, 1, 0T). If any serious difficulty arises, we take the line as the limit from a space-like
direction. We can also use the canonical commutation relations in light-front quantization,
in which case the relevant field component n · A = A+ has zero commutator with the same
field at different positions along the line.

Such issues can be problematic in a non-covariant gauge, where the commutators of
elementary fields may be non-vanishing at space-like separation.

7.5.4 Gauge-invariant quark density in QCD

To define a quark density gauge-invariantly, we use (Collins and Soper, 1982b) a Wilson line
exactly along the light-like line joining the quark and antiquark fields. Then the Wilson line
uses only A+ component of the gauge field, and is unity in A+ = 0 gauge; thus the gauge-
invariant definition reduces to the basic definition (6.31) in this gauge. The gauge-invariant
definition is

f(0) j/h(ξ ) =
∫

dw∅

2π
e∅iξP +w∅

⎧
P

⎪⎪⎪⎪ψ
(0)
j (0, w∅, 0T)W (w∅, 0)

γ +

2
ψ

(0)
j (0)

⎪⎪⎪⎪P
⎨

c
, (7.40)

where

W (w∅, 0) = P
⎩
e∅ig0

∫ w∅
0 dy∅ A+

(0)α(0,y∅,0T)tα
⎛
. (7.41)

Here we have written the bare parton density, in which all the fields are bare fields, since
this is the object to which the probability interpretation applies. In real QCD, in four space-
time dimensions, there are UV divergences, so a complete definition requires us to apply
renormalization to obtain our final and correct definition of the parton densities. The same
applies in more elementary theories, as we will discuss later in Sec. 8.3.

The gluon operators in the Wilson line commute, so a time ordering can be applied to the
definition without changing the value of the quark density, just as in Sec. 6.9.4. If we use
a fixed ordering for the quark operators, with a final-state cut, then it is better to use a path
that goes out to infinity on the left of the final-state cut and back to (0, w∅, 0T) on the right,
as in (7.39). This does not change the value of the quark density, as shown in Sec. 7.5.2.

Antiquark densities are defined by exchanging the roles of the ψ and ψ̄ fields, as in
(6.33), or equivalently by going to negative ξ in the quark density and using (6.85). Gauge-
invariant polarized quark densities are naturally defined by replacing γ + by the appropriate
Dirac matrix, exactly unchanged from (6.35) and (6.36).

7.5.5 Gluon density

In light-cone gauge, A+ is zero, while A∅ is a field expressed in terms of other fields
by a constraint equation. Therefore the independent components of the gluon field are its
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Generalization of PDFs
More detailed structure of one parton

Hq

→
1
2+

1
2 ,→

1
2→

1
2

=
1

2

[

kR
M

(

P 1,→;q
1,1a → P ′1,→;q

1,1a

)

+
∆R

M

(

P 1,→;q
1,1b → P ′1,→;q

1,1b

)

]

, (3.85)

Hq

+
1
2+

1
2 ,→

1
2→

1
2

=
1

2

[

S1,→;q
1,1a +

i(!kT × !∆T )z
M2

S1,→;q
1,1b

]

, (3.86)

Hq

→
1
2+

1
2 ,+

1
2→

1
2

=
1

2

[

k2R
M2

D1,→;q
1,1a +

∆2
R

M2
D1,→;q

1,1b

]

. (3.87)

Similarly, for the gluon helicity amplitudes at twist 2, we have

Hg

+
1
2+1,+

1
2+1

=
1

2

[

(

S0,+;g
1,1a + S0,→;g

1,1a

)

+
i(!kT × !∆T )z

M2

(

S0,+;g
1,1b + S0,→;g

1,1b

)

]

, (3.88)

Hg

→
1
2+1,→

1
2+1

=
1

2

[

(

S0,+;g
1,1a → S0,→;g

1,1a

)

→
i(!kT × !∆T )z

M2

(

S0,+;g
1,1b → S0,→;g

1,1b

)

]

, (3.89)

Hg

+
1
2+1,→

1
2+1

=
1

2

[

→
kL
M

(

P 0,+;g
1,1a → P 0,→;g

1,1a

)

→
∆L

M

(

P 0,+;g
1,1b → P 0,→;g

1,1b

)

]

, (3.90)

Hg

→
1
2+1,

1
2+1

=
1

2

[

kR
M

(

P 0,+;g
1,1a + P 0,→;g

1,1a

)

+
∆R

M

(

P 0,+;g
1,1b + P 0,→;g

1,1b

)

]

, (3.91)

Hg

+
1
2+1,+

1
2→1

= →
1

2

[

k2R
M2

(

D2,+;g
1,1a +D′2,+;g

1,1a

)

+
∆2

R

M2

(

D2,+;g
1,1b +D′2,+;g

1,1b

)

]

, (3.92)

Hg

→
1
2+1,→

1
2→1

= →
1

2

[

k2R
M2

(

D2,+;g
1,1a →D′2,+;g

1,1a

)

+
∆2

R

M2

(

D2,+;g
1,1b →D′2,+;g

1,1b

)

]

, (3.93)

Hg

+1
2+1,→1

2→1
= →

1

2

[

kR
M

P 2,+;g
1,1a +

∆R

M
P 2,+;g
1,1b

]

, (3.94)

Hg

→
1
2+1,+

1
2→1

= →
1

2

[

k3R
M3

F 2,+;g
1,1a +

∆3
R

M3
F 2,+;g
1,1b

]

. (3.95)

4 Projections of GTMDs onto TMDs and GPDs

4.1 TMD limit

The forward limit ∆ = 0 of the correlators W , denoted as Φ,

Φ[Γ]
Λ′Λ(P, x,

!kT , N ; ε) = W [Γ]
Λ′Λ(P, x,

!kT , 0, N ; ε)

=
1

2

∫

dz→ d2zT
(2π)3

eixP
+z−→i!kT ·!zT 〈P,Λ′|ψ(→ z

2 )ΓW ψ(z2 )|P,Λ〉
∣

∣

∣

z+=0
, (4.1)

Φµν;ρσ
Λ′Λ (P, x,!kT , N ; ε, ε′) = W µν;ρσ

Λ′Λ (P, x,!kT , 0, N ; ε, ε′)

=
1

xP+

∫

dz→ d2zT
(2π)3

eixP
+z−→i!kT ·!zT 〈P,Λ′|2Tr

[

Gµν(→ z
2)W Gρσ(z2 )W

′
]

|P,Λ〉
∣

∣

∣

z+=0
,

(4.2)

gives the quark-quark and gluon-gluon correlators which are parametrized in terms of

quark and gluon TMDs, respectively. These TMDs can be seen as the forward limit of the
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f→g
L = →1

2 "m
[

∆G→
3L

]

, f→g
T = 1

2 "m
[

∆G→
3T

]

, (4.48)

f̄ g
T = →1

2 #e[∆G3T ] , f̄→g = →1
2 "m

[

G→
3

]

, (4.49)

f̄→g
L = →1

2 #e
[

∆G→
3L

]

, f̄→g
T = 1

2 #e
[

∆G→
3T

]

, (4.50)

ggT = 1
2 #e[∆H3T ] , g→g = 1

2 "m
[

H→
3

]

, (4.51)

g→g
L = 1

2 #e
[

∆H→
3L

]

, g→g
T = 1

2 #e
[

∆H→
3T

]

, (4.52)

ḡgT = 1
2 "m[∆H3T ] , ḡ→g = →1

2 #e
[

H→
3

]

, (4.53)

ḡ→g
L = 1

2 "m
[

∆H→
3L

]

, ḡ→g
T = 1

2 "m
[

∆H→
3T

]

. (4.54)

4.2 GPD limit

Integrating the correlator W over !kT , one obtains the parton correlators denoted as F

F [Γ]
Λ′Λ(P, x,∆, N) =

∫

d2kT W [Γ]
Λ′Λ(P, x,

!kT ,∆, N ; ε)

=
1

2

∫

dz−

2π
eixP

+z− 〈p′,Λ′|ψ(→ z−

2 )ΓW ψ(z
−

2 )|p,Λ〉, (4.55)

Fµν;ρσ
Λ′Λ (P, x,∆, N) =

∫

d2kT W µν;ρσ
Λ′Λ (P, x,!kT ,∆, N ; ε, ε′)

=
1

xP+

∫

dz−

2π
eixP

+z− 〈p′,Λ′|2Tr
[

Gµν(→ z−

2 )W Gρσ(z
−

2 )W ′
]

|p,Λ〉.

(4.56)

The integration over !kT removes the dependence on εi, and we are left with a Wilson

line connecting directly the points → z−

2 and z−

2 by a straight line. As a consequence,

all the T-odd contributions given by the imaginary part of the GTMDs disappear, and

the generic structures parametrizing the correlators (4.55)-(4.56) can be obtained from

eqs. (3.20)-(3.23) as

∫

d2kT S =

∫

d2kT #eSt,ia ≡ St,i(x, ξ, !∆
2
T ), (4.57)

∫

d2kT PR(L) =
∆R(L)

M

∫

d2kT

(

!kT · !∆T

!∆2
T

#ePt,ia + #ePt,ib

)

=
∆R(L)

M
Pt,i(x, ξ, !∆

2
T ), (4.58)

∫

d2kT DR(L) =
∆2

R(L)

M2

∫

d2kT

[

2(!kT · !∆T )2 → !k2T
!∆2

T

(!∆2
T )

2
#eDt,ia + #eDt,ib

]

=
∆2

R(L)

M2
Dt,i(x, ξ, !∆

2
T ), (4.59)

∫

d2kT FR(L) =
∆3

R(L)

M3

∫

d2kT





(

4(!kT · !∆T )2 → 3!k2T
!∆2

T

)

(!kT · !∆T )

(!∆2
T )

3
#eFt,ia + #eFt,ib




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Generalized Parton Distribution Functions

Transverse Momentum Dependent PDFs𝑃

p′￼− p = ΔT
F.T.

bT

kT
x

bT : Impact parameter

kT : Transverse momentum

C. Lorcé, B. Pasquini 2013
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GTMDs and other PDFs
Relations for parton distribution functions

GPDs TMDs

GTMDs

PDFs 
𝑓(𝑥)
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elucidating the properties of strongly interacting systems. Within QCD, the phenomenon of confinement
ensures that particles are color-neutral, allowing us to directly apply the analysis to the pion case. Our
approach is twofold: we first explore the CGC calculations, and subsequently, we derive analogous results
using the Quantum Electrodynamics (QED) framework.

A. Introduction to Gluon Saturation Formalism

Quantum Chromodynamics (QCD) o↵ers a rich tapestry of phenomena, with the gluon saturation
formalism serving as a cornerstone for understanding high-density regimes. This formalism, also known as
the Color Glass Condensate, provides a comprehensive framework to study particle behaviors, especially
in environments where gluon densities become exceedingly high.

B. Deriving GFF A within Gluon Saturation

Central to our exploration is the derivation of the GFF A within the context of the gluon saturation
formalism. By integrating momentums of the Generalized Transverse Momentum Dependent parton
distributions (GTMDs), we can establish a tangible connection between GFF A and the intricacies of
QCD.

Building on the foundational principles of gluon saturation formalism, we embark on an exploration to
determine the relationship between GFF A and GTMD. The connection becomes evident upon integrating
momentums of the GTMD.

We consider two di↵erent gluon GTMDs: the Weizsäcker-Williams (WW) and the dipole (DP). They
are defined as follows:

xGij
WW = �

2

↵S

Z
d2b1d2b2
(2⇡)4

e�i�
b1+b2

2 �ik(b1�b2)htr
⇣
@i(U†

b1
)Ub1@

j(U †
b2
)Ub2

⌘
i, (98)

xGij
DP =

2

↵S

Z
d2b1d2b2
(2⇡)4

e�i�
b1+b2

2 �ik(b1�b2)htr
⇣
@i(U†

b1
)@j(Ub2)

⌘
i

�
2

↵S

Z
d2b1d2b2
(2⇡)4

e�i�
b1+b2

2 �ik(b1�b2)

✓
�

2
+ k

◆i ✓�

2
� k

◆j

htr
⇣
U†
b1
Ub2

⌘
i. (99)

Here, the expectation values are computed in accordance with the CGC approach:

hOi ⌘

Z
D[⇢]WCGC[⇢]O. (100)

The gluon Wigner distributions are written as

xW ij(x, k, b) =

Z
d2�ei�·bxGij(�, k) (101)

In this formalism, we restrict our focus to the small x region and consider the Generalized Parton
Distribution (GPD) at ⇠ = 0. Specifically, the gluon GPD for both the Weizsäcker-Williams (WW) and
dipole (DP) types is given by

Hg,T (x, t) =

Z
d2q?�ijxG

ij
T (x, q?,�?) (T = WW,DP). (102)
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Building on the foundational principles of gluon saturation formalism, we embark on an exploration to
determine the relationship between GFF A and GTMD. The connection becomes evident upon integrating
momentums of the GTMD.

We consider two di↵erent gluon GTMDs: the Weizsäcker-Williams (WW) and the dipole (DP). They
are defined as follows:
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Here, the expectation values are computed in accordance with the CGC approach:

hOi ⌘

Z
D[⇢]WCGC[⇢]O. (100)

The gluon Wigner distributions are written as

xW ij(x, k, b) =

Z
d2�ei�·bxGij(�, k) (101)

In this formalism, we restrict our focus to the small x region and consider the Generalized Parton
Distribution (GPD) at ⇠ = 0. Specifically, the gluon GPD for both the Weizsäcker-Williams (WW) and
dipole (DP) types is given by

Hg,T (x, t) =

Z
d2q?�ijxG

ij
T (x, q?,�?) (T = WW,DP). (102)
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z+ = 0. We then focus our attention on the k→-integrated version of eqs. (2.1) and (2.2)
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where we used for a generic four-vector aµ = [a+, a→,!aT ] the light-front components a± =

(a0 ± a3)/
√
2 and the transverse components !aT = (a1, a2), and where x = k+/P+ is the

fraction of average longitudinal momentum and !kT is the average transverse momentum of

the parton. These correlators are parametrized in terms of the so-called GTMDs, which can

be considered as themother distributions of GPDs and TMDs. A complete parametrization

of the quark-quark correlator (2.4) in terms of GTMDs has been given in ref. [20]. In the

present work, we give for the first time a complete parametrization of the gluon-gluon

correlator (2.5), and provide the dictionary between the corresponding daughter functions

(GPDs, TMDs, PDFs) and other partial parametrizations given in the literature. Moreover,

we present an alternative (but equivalent) parametrization of the quark-quark correlator

(2.4) which emphasizes better the underlying multipole pattern.

3 Parametrization

The correlators (2.4) and (2.5) can generally be written as
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= u(p′,Λ′)MOu(p,Λ), (3.1)

where O(z) stands for the relevant quark or gluon operator, and MO is a matrix in Dirac

space, with O = [Γ] in the quark sector and O = µν; ρσ in the gluon sector. A general,

model-independent parametrization of these objects is obtained by giving an explicit form

of MO in terms of the four-vectors at our disposal (P, k,∆, N), of the Dirac matrices

(1, γ5, γµ, · · · ), of the invariant tensors gµν and εµνρσ, and of Lorentz scalar functions

X(x, ξ,!k2T ,
!kT · !∆T , !∆2

T ; εi) where, for convenience, we denoted the set of all parameters ε

simply by εi.

Traditionally, one writes down all the possible structures compatible with the Lorentz

covariance, the discrete symmetry and the hermiticity constraints. All the allowed struc-

tures are usually not independent. Using on-shell relations like e.g. the Gordon identities,

one can eventually extract an independent subset. Such an independent subset can be

thought of as a basis for the parametrization of the correlators. Note however that because

of the on-shell identities, one has a certain freedom in choosing the actual basis. Most of the
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Generalized TMDs

Polarization dependences

Semi-inclusive Deep Inelastic Scattering

Semi-inclusive hadron production in deep inelastic scattering (SIDIS) provides a power-
ful probe of the transverse momentum dependent (TMD) quark distributions of nucleons.
Common kinematic variables have been described in the DIS section (see the Sidebar on
page 18). In SIDIS, the kinematics of the final state hadrons can be specified as follows

x

y

z

φS

�

Ph

S⊥

k

k

q

Figure 2.11: Semi-inclusive hadron production
in DIS processes: e+N ! e

0 + h+X, in the
target rest frame. P hT and S? are the trans-
verse components of P h and S with respect to
the virtual photon momentum q = k � k0.

�h, �s Azimuthal angles of the final state
hadron and the transverse polarization
vector of the nucleon with respect to
the lepton plane.

PhT Transverse momentum of the final state
hadron with respect to the virtual pho-
ton in the center-of-mass of the virtual
photon and the nucleon.

z = Ph · P/q · P gives the momentum frac-
tion of the final state hadron with re-
spect to the virtual photon.
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Figure 2.12: Leading
twist TMDs classified ac-
cording to the polarizations
of the quark (f, g, h)
and nucleon (U, L, T).
The distributions f

?,q
1T and

h
?,q
1 are called naive-time-

reversal-odd TMDs. For glu-
ons a similar classification of
TMDs exists.

The di↵erential SIDIS cross section can be written as a convolution of the transverse
momentum dependent quark distributions f(x, kT ), fragmentation functions D(z, pT ), and
a factor for a quark or antiquark to scatter o↵ the photon. At the leading power of 1/Q,
we can probe eight di↵erent TMD quark distributions as listed in Fig. 2.12. These distri-
butions represent various correlations between the transverse momentum of the quark kT ,
the nucleon momentum P , the nucleon spin S, and the quark spin sq.
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Color Glass Condensate(gluon saturation)
Gluon dominance

The number of partons become saturate
because of the gluon recombination process

Small x

Increase the CM energy (  becomes small)𝑥

Number of partons increase

7

 Martin, A.D. et al. Eur.Phys.J. C63 (2009) 189-285 

many new
smaller partons
are produced

Proton
(x, Q2)

Proton
(x0, Q2)

x0 >> x

Low Energy High Energy

parton

“Color Glass Condensate” 

Figure 3.4: The proton wave-function at small-x (shown on the right) contains a large number
of gluons (and quarks) as compared to the same wave-function at a larger x = x0 (shown on
the left). The figure is a projection on the plane transverse to the beam axis (the latter is shown
by arrows coming “out of the page,” with the length of the arrows reflecting the momentum of
the proton).

number of partons N at the previous step,

@N(x, rT )

@ ln(1/x)
= ↵sKBFKL ⌦ N(x, rT ), (3.1)

with KBFKL an integral kernel and ↵s the
strong coupling constant. In DIS at high en-
ergy, the virtual photon splits into a quark-
antiquark dipole which interacts with the
proton. The dipole scattering amplitude
N(x, rT ) probes the gluon distribution in the
proton at the transverse distance rT ⇠ 1/Q.2

Note that a Fourier transform of N(x, rT ) is
related to the gluon transverse momentum
distribution (TMD) f(x, kT ) from Chap. 2.
The BFKL evolution leads to the power-law
growth of the parton distributions with de-
creasing x, such that N ⇠ (1/x)� with � a
positive number [144]. This behavior may
account for the increase of the gluon density
at small-x in the HERA data of Fig. 3.3.

The question arises whether the gluon
and quark densities can grow without limit
at small-x. While there is no strict bound
on the number density of gluons in QCD,
there is a bound on the scattering cross-

sections stemming from unitarity. Indeed,
a proton (or nucleus) with a lot of “sea”
gluons is more likely to interact in high en-
ergy scattering, which leads to larger scat-
tering cross-sections. Therefore, the bound
on cross-sections should have implications for
the gluon density. The cross-section bound
arises due to the black disk limit known from
quantum mechanics. The high-energy total
scattering cross section of a particle on a
sphere of radius R is bounded by

�tot  2⇡R
2
. (3.2)

In QCD, the black disk limit translates into
the Froissart–Martin unitarity bound, which
states that the total hadronic cross-section
can not grow faster than ln2 s at very high
energies with s the center-of-mass energy
squared [146]. The cross section resulting
from the BFKL growth of the gluon den-
sity in the proton or nucleus wave-function
grows as a power of energy, �tot ⇠ s

�, and
clearly violates both the black disk limit and
the Froissart–Martin bound at very high en-
ergy.

2In general, the dipole amplitude also depends on the impact parameter bT of the dipole (cf. Sec. 2.4.6):
for simplicity we suppress this dependence in N(x, rT ).
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Color Glass Condensate
Meanings

• Color: since the gluons carry the SU(3) ‘color’ charge of QCD

• Glass: since the associated color fields evolve very slowly relative to natural 
time scales, and are disordered

• Condensate: since the occupation numbers at saturation are of order 1/α, 
which is the largest value permitted by the gluon repulsive interactions. So, the 
saturated state is in fact a Bose condensate

E. Iancu 2005

8



Color Glass Condensate
Classical sources and fields

Color Glass Condensate separate soft and hard scale
F.Gelis, E.Iancu, J.Jalilian-Marian and R.Venugopalan 2010
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with U(x→) a Wilson line representing the interaction between a quark and the

color fields of the target, defined to be

U(x→) = T exp ig

∫ 1/xP−

dz+ A−(z+,x→) . (13)

In this formula, A− is the minus component of the gauge field generated (in

Lorenz gauge) by the sources of the target; it is obtained by solving classical

Yang-Mills equations with these sources. The upper bound xP− (where P−

is the target longitudinal momentum and x the kinematic variable defined in

figure 1) indicates that source modes with k− < xP− do not contribute to this

scattering amplitude. Thus if the cutoff Λ−
0 of the CGC EFT is lower than xP−,

T
LO

is independent of Λ−
0 .

However, when Λ−
0 is larger than xP−, the dipole cross-section is in fact inde-

pendent of x (since the CGC EFT does not have source modes near the upper

bound xP−) and depends on the unphysical parameter Λ−
0 . As we shall see now,

this is related to the fact that eq. (11) is incomplete and receives large correc-

tions from higher order diagrams. Consider now the NLO contributions (one of

them is shown in the right panel in figure 4) with gauge field modes in the slice

Λ−
1 → k− → Λ−

0 (see figure 5). An explicit computation of the contribution of

k-
P-Λ -0

fields sources

k-
P-Λ -0Λ -1

fields sources

δTNLO TLO

Figure 5: Top: sources and fields in the CGC effective theory. Bottom: NLO

correction from a layer of field modes just below the cutoff.

field modes in this slice gives

δT
NLO

(x→,y→) = ln

(

Λ−
0

Λ−
1

)

H T
LO

(x→,y→) , (14)

where H is the JIMWLK Hamiltonian. All dependence on the cutoff scales is

in the logarithmic prefactor alone. This Hamiltonian has two derivatives with

respect to the classical field A ∼ O(1/g); HT
LO

is of order αsT LO
and there-

fore clearly an NLO contribution. However, if the new scale Λ−
1 is such that
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Evolution of the amplitudes

9

Solving classical Yang Mills eq. → soft mode gluon field through hard 
mode charge

discussed in the previous section and represented in Fig. 1. For a cylindrical nucleus and at
a transverse resolution scale Q

2, a wee parton ”sees” a charge distribution Q which is on the
average color neutral but that has a large typical color charge squared:

hQ
a
i = 0 , hQ

a
Q

b
i =

�
ab

Q2

g
2
NcA

⇡R
2
A

. (10)

The r.h.s of Eq. (10) is obtained assuming that each nucleon contributes a factor ⇠ g
2
Nc to the

total net charge squared of the nucleus. Since RA ⇠ A
1/3

Rproton, one gets [Qa
, Q

b] = if
abc

Q
c
⌧

Q
2

⇠ g
2
A

1/3
/Q

2 and the charges can be treated as commuting objects, i.e as a classical charge
distribution. Based on these observations, McLerran and Venugopalan2,3, 15 (MV) pioneered
the use of classical techniques to describe the small-x structure function of a large nucleus from
a first-principles calculation via classical techniques.

The MV model relies on a separation of degrees of freedom into soft, small-x gluons A(x)
–treated as dynamical gauge fields– and high-x, static valence degrees of freedom (in terms
of light-cone time) characterized by a charge density ⇢(x). The fast partons can either emit
or absorb soft gluons, but in a first approximation they do not deviate from their light-cone
trajectories x

� = 0 (eikonal approximation), so that they are integrated out and no longer
considered as dynamical modes. Thus they generate a color current only in the + direction
and localized at x

�
⇡ 0, J

µ
a = �

µ+
�(x�)⇢a(x�

, x?). The classical small-x gluon field can be
obtained by solving the classical Yang-Mills equation of motion in the presence of such external
current

Dµ, F
µ⌫ = J

⌫ (11)

which, with the appropriate boundary conditions and in the Lorenz gauge @
µ
A

µ = 0, admits
the following solution:

A
aµ = �

µ+
b
a(x) , with � r

2
?b

a(x) = ⇢
a(x) . (12)

The valence charges are treated as an stochastic variable. All the information about them is
encoded in a functional probability distribution W⇤[⇢] that gives the probability of having a
certain configuration of the source in the hadron at a scale ⇤+. In the MV model it is assumed
to be given by a local Gaussian probability distribution:

WMV [⇢] = C exp


�

Z
dx

�
d
2
x?

⇢
a(x�

, x?)⇢a(x�
, x?)

2µ2(x�)

�
(13)

where C is a normalization constant and µ
2(x�) is the per nucleon charge density, related to

the saturation scale6 as

Q
2
sA =

g
2
CF

2⇡
µ
2
A , (14)

where µ
2
A is the net charge density per unit transverse area, obtained after integrating over

the longitudinal extent of the valence charge distribution: µ
2
A =

R
dx

�
µ
2(x�). The Gaussian

probability distribution Eq. (13) leads to trivial correlators between charges:

h⇢
a(x?, x

�)⇢b(y?, y
�)i = �

ab
�
2(x? � y?)�(x�

� y
�) µ

2
A (15)

6Note that although we are defining the saturation scale in di↵erent ways throughout the paper all the
definitions are equivalent. A more precise quantitative definition of the saturation will be provided in section 3
in terms of the solution of evolution equations.
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or absorb soft gluons, but in a first approximation they do not deviate from their light-cone
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The valence charges are treated as an stochastic variable. All the information about them is
encoded in a functional probability distribution W⇤[⇢] that gives the probability of having a
certain configuration of the source in the hadron at a scale ⇤+. In the MV model it is assumed
to be given by a local Gaussian probability distribution:
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in terms of the solution of evolution equations.
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which is eventually stabilized by repulsive interactions when the density becomes large
enough. We conclude that, in the saturation regime, the gluons form a Bose condensate.

2.3 The classical color field

SECT_YM

In this subsection, we shall construct the solution to the classical field equations (2.1).
Since the color current is static and has just a “+” component, it is always possible to
construct a solution with the following properties [56]:

F ij
a = 0, A→

a = 0, A+
a , Ai

a : independent of x+ . (2.12)

Once such a solution is found in a given gauge, then its structure (2.12) is preserved by
any time–independent gauge transformation (where by ‘time’ we mean x+). Since F ij = 0,
the transverse fields Ai form a two-dimensional pure gauge; that is, there exists a group
element U(x→, x) → SU(N) such that:

Ai(x→, x) =
i

g
U(x→, x) ωiU †(x→, x) . (2.13)

(in matrix notations appropriate for the adjoint representation: Ai = Ai
aT

a, etc). Thus, the
requirements (2.12) leave just two independent field degrees of freedom, A+(εx) and U(εx),
which are further reduced to one (either A+ or U) by imposing a gauge-fixing condition.
Note also that the only non–trivial field strength for a gauge field obeying Eq. (2.12) is
the electric field F+i

a .

We consider first the covariant gauge (COV–gauge) ωµAµ = 0, where the solution takes its
simplest form. Together with Eqs. (2.12) and (2.13), the gauge condition implies ωiAi = 0,
or U = 0. Thus, in this gauge, Ãµ

a(x) = δµ+αa(x→, x), with αa(εx) linearly related to the
color source ρ̃a in the COV–gauge :

−∇2
⊥αa(εx) = ρ̃a(εx) . (2.14)

The electric field in this gauge is obtained as F̃+i
a = −ωiαa. (Note that we use a tilde to

denote the classical source and fields in the COV–gauge.) Eq. (2.14) has the solution :

αa(x
→, x)=

∫
d2y ∆(x − y) ρ̃a(x

→, y) , (2.15)

where ∆(x − y) denotes the Coulomb propagator in two dimensions:

∆(x − y) ↔ 〈x| 1

−∇2
⊥
|yց =

1

4π
ln

1

(x − y)2µ2
. (2.16)

Here, µ is an infrared cutoff which is necessary in order to invert the Laplacian operator
in two dimensions, but which will generally disappear from the final, physical, results.

But the quantum effective theory in Eq. (2.4) is written in the LC–gauge A+ = 0, so
we also need the classical solution in this gauge. This is of the form Aµ

a = δµiAi
a with

Ai
a(x

→, x) a “pure gauge”, cf. Eq. (2.13). The group–valued function U(εx) is most simply
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2 and the charges can be treated as commuting objects, i.e as a classical charge
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Initial distribution: McLerran Venugopalan model(Gaussian due to CLT)

Two views of evolution

The JIMWLK equation. One first option to study the rapidity evolution of dipole-nucleus
scattering is to boost the dense target, leaving the dipole projectile unchanged. The boost
will open up the phase space for additional gluon radiation. However such emission happens
coherently from the strong pre-existing strong color field of the target, characterized as a static
background field. The precise diagrammatic content of this derivation is quite involved. Shortly,
it accounts for the possibility of two BFKL-like cascades as those described in Fig. 1 to merge
into a single cascade. Thus, this approach makes explicit the interpretation of evolution as a
balance between emission and recombination terms. The resulting JIMWLK equation can be
written in a Hamiltonian form for the weight functional:

@WY [⇢]

@Y
= H WY [⇢] , with H =

1

2

Z

x?y?

�

�⇢a(x?)
�

ab(x?, y?)[⇢]
�

�⇢b(y?)
. (23)

The kernel of the evolution �[⇢] is positive definite non-linear function of ⇢ and is highly
non-local in both transverse and longitudinal coordinates. This non-local character of small-x
evolution or, more in general, non-linear coherence e↵ects, is often overlooked in phenomeno-
logical analyses. However, it is of primary importance since it interconnects the physics of
semihard momentum modes with the one of softer modes via di↵usion. Thus, it poses simul-
taneous constraints to both soft and hard sectors which must then be described at the same
time, i.e within the same model for coherence e↵ects.

Eq. (23) was first derived by Jalilian-Marian, Kovner, McLerran and Weigert in,18 and has
been further analyzed and discussed in many works.19–24 In terms of the Regge field theory, the
JIMWLK equation includes triple pomeron vertex and e↵ectively resum the fan diagrams of
Pomeron Calculus. In the low density, or weak field, limit this equation linearizes and reduces
to the BFKL equation, as shown in ref.25

The Balitsky hierarchy. An alternative formalism to the JIMWLK approach was developed
by Balitsky from the operator product expansion for high-energy scattering.26 In this approach
the target is not evolving, and the evolution is achieved by boosting the projectile dipole.
The additional energy provided by the boost will induce the emission of small-x gluons at some
transverse position z from either the quark or antiquark legs of the dipole (see Fig. 3), calculated
at leading order in the resummation parameter ↵s ln(1/x). The newly created qq̄g system then
scatters eikonaly with the target with an enhanced amplitude at the scale Y = ln(x0

/x). The
resulting equation for the dipole evolution reads

d

dY
htr

�
U(x?)U †(y?)

 
iY =

1

⇡2

Z
d
2zKxyz

⇣
h[Ũ(z?)]ab tr

�
t
a
U(x?)tbU †(y?)

 
iY

�CF htr
�
U(x?)U †(y?)

 
iY

�
(24)

where Ũ denotes a Wilson line in the adjoint representation and

Kxyz = ↵s
(x � y)2

(x � z)2(z � y)2
(25)

is the evolution kernel at leading logarithmic accuracy in ↵s ln(1/x), with ↵s fixed. It is evident
from the r.h.s. of Eq. (24) that the evolved qq̄g system contains a richer color structure than the
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definition of the ‘covariant gauge’ depends upon the color charge content in the problem,
and thus evolves with ω . This evolution brings in a supplementary contribution to ε̃a(x)
(the induced charge in the COV–gauge) in addition to the expected piece V †

ab(x)εb(x). As
for the induced 2–point correlation, we have simply χ̃ab(x, y) = V †

ac(x)χcd(x, y) Vdb(y).

vi) The α–representation. Finally, it turns out that the RGE looks simpler if the COV–
gauge field αa (with →∇2

→α = ρ̃ , cf. Eq. (2.14)), rather than the corresponding source ρ̃, is
used as a functional variable. This is so since the Wilson lines are most directly expressed
in terms of αa, cf. Eq. (2.22). Thus, from now on, we shall work with the weight function
Wω [α]. Also, to avoid a proliferation of symbols, we shall use the same notations as before,
namely εa

x and χab
xy, for the coefficients in the corresponding RGE; but from now on, these

coefficients will be understood as functionals of αa.

We are now prepared to present the RGE. It reads [34]

∂Wω [α]

∂ω
=

1

2

∫

x,y

ϕ2

ϕαa
ω (x)ϕαb

ω(y)
[Wωχ

ab
xy] →

∫

x

ϕ

ϕαa
ω (x)

[Wωε
a
x] , (3.26)

where:

χab(x, y) =
1

π

∫ d2z

(2π)2
K(x, y, z)

(
1 + Ṽ †

x Ṽy → Ṽ †
xṼz → Ṽ †

z Ṽy

)ab
, (3.27)

and

εa(x) =
ig

2π

∫ d2z

(2π)2

1

(x → z)2
Tr
(
T aṼ †

xṼz

)
. (3.28)

Eq. (3.27) involves the following transverse kernel:

K(x, y, z) ≡ (xi → zi)(yi → zi)

(x → z)2(z → y)2
, (3.29)

The above equations involves the Wilson lines Ṽ †
x ≡ Ṽ †(x) and Ṽx ≡ Ṽ (x) with, e.g.,

Ṽ †(x) = P exp
(
ig
∫

dx−αa(x−, x)T a
)
≡ P exp

(
ig
∫

dyαy(x)
)

, (3.30)

(we use a tilde to denote the adjoint representation) where the support of the integration
over y is effectively cut off at y = ω because of structure (3.19) of the weight function.
Note that, since the information about the longitudinal support of αy(x) is encoded in
the weight function, there is no need to carry the indices ω on the coefficients ε and χ.

According to Eq. (3.26), we need to know the action of the functional derivatives on the
coefficients ε and χ, and thus on the Wilson lines (3.30). Since the derivatives act on
the color field created in the last step of the evolution, and which is therefore located in
the highest bin in y (namely, in the bin (ω, ω + dω)), the action of the derivatives on the
Wilson lines reads as follows:

ϕṼ †
x

ϕαa
ω (y)

= igϕ(2)(x → y)T aṼ †
x ,

ϕṼx

ϕαa
ω (y)

= →igϕ(2)(x → y)ṼxT a. (3.31)

84

definition of the ‘covariant gauge’ depends upon the color charge content in the problem,
and thus evolves with ω . This evolution brings in a supplementary contribution to ε̃a(x)
(the induced charge in the COV–gauge) in addition to the expected piece V †

ab(x)εb(x). As
for the induced 2–point correlation, we have simply χ̃ab(x, y) = V †

ac(x)χcd(x, y) Vdb(y).

vi) The α–representation. Finally, it turns out that the RGE looks simpler if the COV–
gauge field αa (with →∇2

→α = ρ̃ , cf. Eq. (2.14)), rather than the corresponding source ρ̃, is
used as a functional variable. This is so since the Wilson lines are most directly expressed
in terms of αa, cf. Eq. (2.22). Thus, from now on, we shall work with the weight function
Wω [α]. Also, to avoid a proliferation of symbols, we shall use the same notations as before,
namely εa

x and χab
xy, for the coefficients in the corresponding RGE; but from now on, these

coefficients will be understood as functionals of αa.

We are now prepared to present the RGE. It reads [34]

∂Wω [α]

∂ω
=

1

2

∫

x,y

ϕ2

ϕαa
ω (x)ϕαb

ω(y)
[Wωχ

ab
xy] →

∫

x

ϕ

ϕαa
ω (x)

[Wωε
a
x] , (3.26)

where:

χab(x, y) =
1

π

∫ d2z

(2π)2
K(x, y, z)

(
1 + Ṽ †

x Ṽy → Ṽ †
xṼz → Ṽ †

z Ṽy

)ab
, (3.27)

and

εa(x) =
ig

2π

∫ d2z

(2π)2

1

(x → z)2
Tr
(
T aṼ †

xṼz

)
. (3.28)

Eq. (3.27) involves the following transverse kernel:

K(x, y, z) ≡ (xi → zi)(yi → zi)

(x → z)2(z → y)2
, (3.29)

The above equations involves the Wilson lines Ṽ †
x ≡ Ṽ †(x) and Ṽx ≡ Ṽ (x) with, e.g.,

Ṽ †(x) = P exp
(
ig
∫

dx−αa(x−, x)T a
)
≡ P exp

(
ig
∫

dyαy(x)
)

, (3.30)

(we use a tilde to denote the adjoint representation) where the support of the integration
over y is effectively cut off at y = ω because of structure (3.19) of the weight function.
Note that, since the information about the longitudinal support of αy(x) is encoded in
the weight function, there is no need to carry the indices ω on the coefficients ε and χ.

According to Eq. (3.26), we need to know the action of the functional derivatives on the
coefficients ε and χ, and thus on the Wilson lines (3.30). Since the derivatives act on
the color field created in the last step of the evolution, and which is therefore located in
the highest bin in y (namely, in the bin (ω, ω + dω)), the action of the derivatives on the
Wilson lines reads as follows:

ϕṼ †
x

ϕαa
ω (y)

= igϕ(2)(x → y)T aṼ †
x ,

ϕṼx

ϕαa
ω (y)

= →igϕ(2)(x → y)ṼxT a. (3.31)

84

definition of the ‘covariant gauge’ depends upon the color charge content in the problem,
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ab(x)εb(x). As
for the induced 2–point correlation, we have simply χ̃ab(x, y) = V †
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B-JIMWLK equation

10

Consider the physical expectation values as averaging the charge 
distributions(hard) inside hadrons with gluon field(soft)

12 François Gelis et al.

in numerical studies of the BK equation (21, 22) and in analytic studies of the

BFKL equation in the presence of a saturation boundary (23, 24). It provides a

natural explanation of the geometric scaling phenomenon observed in the HERA

data (25, 26) (see section 3.1). In QCD, a front moving with constant speed λs

is equivalent to the saturation momentum increasing exponentially with Y ,

Q2
s(Y ) → Q2

0 e
λsY with λs ≈ 4.9αs , (7)

where Q0 is some non-perturbative initial scale. For a large nucleus, Q2
0 scales

like A1/3 as does Q2
s(Y ) for any Y . This form of the saturation momentum is

modified to Q2
s = Q2

0 e
√

λ(Y+Y0) when the running of the strong coupling is taken

into account; see (24) for a detailed study of higher order effects on the energy

dependence of Qs.

2.3 The Color Glass Condensate

The CGC is an effective field theory (EFT) based on the separation of the degrees

of freedom into fast frozen color sources and slow dynamical color fields (11). A

renormalization group equation –the JIMWLK equation (14, 15)– ensures the

independence of physical quantities with respect to the cutoff that separates the

two kinds of degrees of freedom.

The fast gluons with longitudinal momentum k+ > Λ+ are frozen by Lorentz

time dilation in configurations specified by a color current Jµ
a ≡ δµ+ρa, where

ρa(x→, x⊥) is the corresponding color charge density. On the other hand, slow

gluons with k+ < Λ+ are described by the usual gauge fields Aµ of QCD. Because

of the hierarchy in k+ between these two types of degrees of freedom, they are

coupled eikonaly by a term JµAµ. The fast gluons thus act as sources for the fields

that represent the slow gluons. Although it is frozen for the duration of a given

collision, the color source density ρa varies randomly event by event. The CGC

provides a gauge invariant distribution WΛ+ [ρ], which gives the probability of a

configuration ρ. This functional encodes all the correlations of the color charge

density at the cutoff scale Λ+ separating the fast and slow degrees of freedom.

Given this statistical distribution, the expectation value of an operator at the

scale Λ+ is given by

〈O〉Λ+ ≡
∫

[

Dρ
]

WΛ+

[

ρ
]

O
[

ρ
]

, (8)

where O[ρ] is the expectation value of the operator for a particular configuration

ρ of the color sources.

18 François Gelis et al.

αs ln(Λ
→
0 /Λ

→
1 ) → 1, this NLO term becomes comparable in magnitude to the LO

contribution. Averaging the sum of the LO and NLO contributions over the

distribution of sources at the scale Λ→
0 , one obtains

∫

[Dρ] WΛ−
0
[ρ] (T

LO
+ δT

NLO
) =

∫

[Dρ] WΛ−
1
[ρ] T

LO
, (15)

where WΛ−
1

≡ (1 + ln(Λ→
0 /Λ

→
1 )H)WΛ−

0
. We have shown here that the NLO

correction from quantum modes in the slice Λ→
1 ≤ k→ ≤ Λ→

0 can be absorbed in

the LO term, provided we now use a CGC effective theory at Λ→
1 with the modified

distribution of sources shown in eq. (15). In differential form, the evolution

equation of the source distribution,

∂

∂ ln(Λ→)
WΛ− = −HWΛ− , (16)

is the JIMWLK equation.

Repeating this elementary step, one progressively resums quantum fluctuations

down to the scale k→ → xP→. Thanks to eq. (15), the result of this resummation

for the dipole cross-section is formally identical to eq. (11), except that the source

distribution is WxP− instead of WΛ−
0
. Note that if one further lowers the cutoff

below xP→, the dipole cross-section remains unchanged.

3.2 The CGC in p+A collisions

p⊥

x⊥

Figure 6: Left: sketch of a proton-nucleus collision. Right: example of leading

order contribution in a nucleus-nucleus collision.

Collisions between a dilute hadron projectile and a dense hadron target can be

studied semi-analytically in the CGC framework. The archetype of such collisions

is a proton-nucleus collision. However, the dilute-dense treatment also applies to

proton-proton collisions for measurements at forward rapidities where the wave-

function of one of the projectiles is probed at large x and that of the other at

18 François Gelis et al.
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Figure 4. Feynman diagram for the forward scattering amplitude Mg⇤
A!g⇤

A of virtual photon-nucleus
collision. The amplitude contains two light-like Wilson lines, which appear from the interaction of the
quark anti-quark pair with the nucleus. This amplitude is related to the total DIS cross-section by virtue
of the optical theorem sg⇤

A = 2Im(Mg⇤
A!g⇤

A). In the high energy limit, the forward amplitude is
purely imaginary.

The total DIS cross-section, at small-x, for a virtual photon scattering off a nucleus (see
Fig. 4) can be expressed with the help of the optical theorem as [31]:

sg⇤
A

l (x, Q
2) = 2

Z
d2r?d2b?

Z 1

0
dz

���Yg⇤

l (r?, Q
2, z)

���
2h

1 � S
(2)
x

⇣
b? +

r?
2

, b? � r?
2

⌘i
, (16)

where Q
2 = �q

2 and l are the virtuality and polarization of the photon respectively. Here
Yg⇤

l (r?, Q
2, z) is the light-cone wave-function of the splitting of the virtual photon into a

quark anti-quark pair which only depends on the dipole separation r? = x? � y? and it can
be calculated from perturbation theory. The longitudinal momentum fraction of the quark
relative to that of the photon is denoted as z and that of the anti-quark is 1 � z by momentum
conservation. The dipole correlator arises from the interaction of the quark and anti-quark
with the background field of the nucleus. In addition to the dependence on the dipole vector
r?, the dipole correlator can generally depend on the impact parameter vector defined as
b? = 1

2 (x? + y?).
The longitudinal momentum fraction x is given by Bjorken x = Q

2/W
2, where W is the

center of mass energy per nucleon of the virtual photon-nucleus system.
In order to access the saturated regime one has to probe dipole sizes r? ⇠ 1/Qs (see Fig.

3). The light-cone wave-functions Yg⇤

l rapidly suppress dipoles with sizes r
2
? & 1/Q

2 (more
precisely r

2
? & 1/

⇥
z(1 � z)Q

2⇤). These two observations imply that saturation effects in DIS
at small-x are more visible at lower values of photon virtuality L2

QCD
⌧ Q

2 . Q
2
s . At high

virtualities one probes the weak scattering regime where gluon saturation has not yet set in.
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Figure 4. Feynman diagram for the forward scattering amplitude Mg⇤
A!g⇤

A of virtual photon-nucleus
collision. The amplitude contains two light-like Wilson lines, which appear from the interaction of the
quark anti-quark pair with the nucleus. This amplitude is related to the total DIS cross-section by virtue
of the optical theorem sg⇤

A = 2Im(Mg⇤
A!g⇤

A). In the high energy limit, the forward amplitude is
purely imaginary.

The total DIS cross-section, at small-x, for a virtual photon scattering off a nucleus (see
Fig. 4) can be expressed with the help of the optical theorem as [31]:
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2) = 2
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���Yg⇤
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(2)
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2

, b? � r?
2
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, (16)

where Q
2 = �q

2 and l are the virtuality and polarization of the photon respectively. Here
Yg⇤

l (r?, Q
2, z) is the light-cone wave-function of the splitting of the virtual photon into a

quark anti-quark pair which only depends on the dipole separation r? = x? � y? and it can
be calculated from perturbation theory. The longitudinal momentum fraction of the quark
relative to that of the photon is denoted as z and that of the anti-quark is 1 � z by momentum
conservation. The dipole correlator arises from the interaction of the quark and anti-quark
with the background field of the nucleus. In addition to the dependence on the dipole vector
r?, the dipole correlator can generally depend on the impact parameter vector defined as
b? = 1

2 (x? + y?).
The longitudinal momentum fraction x is given by Bjorken x = Q

2/W
2, where W is the

center of mass energy per nucleon of the virtual photon-nucleus system.
In order to access the saturated regime one has to probe dipole sizes r? ⇠ 1/Qs (see Fig.

3). The light-cone wave-functions Yg⇤

l rapidly suppress dipoles with sizes r
2
? & 1/Q

2 (more
precisely r

2
? & 1/

⇥
z(1 � z)Q

2⇤). These two observations imply that saturation effects in DIS
at small-x are more visible at lower values of photon virtuality L2

QCD
⌧ Q

2 . Q
2
s . At high

virtualities one probes the weak scattering regime where gluon saturation has not yet set in.
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FIG. 2. Photon GFFs in a charge neutral dipole.

Summing up all four contributions gives

A�(t) = 4↵

Z 1

0
dx

Z
d2q?d2q0?
(2⇡)4

q? · q0?
(q2? +m2x2)(q02? +m2x2)

⇥ (2⇡)2�(2)(�? + q? � q0?)

⇥
⇥
e�iq?·R?/2 � eiq?·R?/2

⇤
F (�(q2? +m2x2))

⇥
⇥
eiq

0
?·R?/2 � e�iq0?·R?/2

⇤
F (�(q02? +m2x2)) , (7)

where the phase factors account for the relative posi-
tions of the charges. One can find that the opposite
charges remove the singular behavior due to the long-
range Coulomb fields, allowing for a finite photon mo-
mentum radius.

Gluon GFFs and radii Now let us generalize our anal-
ysis to the gluon GFFs of relativistic hadrons. In
CGC, the small-x gluons dominate the parton distri-
bution at high energy. Similar to the QED case out-
lined in Eq. (4), we can obtain the relation between
the gluon A-GFF and the unpolarized gluon GTMDs
Ag(t) =

R 1
0 dx

R
d2k?xGx(k?,�?), which is in agreement

with previous results regarding the gluon Generalized
Parton Distributions and GFFs at zero skewness [116].

There are two types of GTMDs in the CGC formalism,
namely, the WW and dipole gluon GTMDs. As shown in
Ref. [96], these GTMDs are related to the Fourier trans-
forms of color quadrupole and dipole correlators, respec-
tively. One can write them as follows

xGWW
x (k?,�?) =

2Nc

↵s

Z
d2b1d2b2
(2⇡)4

e�i�?· b1+b2
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Nc

⌦
tr
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(i@j

?Ub1)U
†
b2
(i@j

?Ub2)U
†
b1

⇤↵
x
, (8)

xGDP
x (k?,�?) =

2Nc

↵s

Z
d2b1d2b2
(2⇡)4

e�i�?· b1+b2
2 �ik?·(b1�b2)

⇥ 1

Nc

⌦
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(@j

?Ub1)(@
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†
b2
)
⇤↵

x
, (9)

where Ubi represents the Wilson line extending from
x� = �1 to x� = +1 at the transverse position bi.
Remarkably, after integrating out transverse momentum

k? and using the identities (@j
?Ub?)U

†
b?

= �Ub?(@
j
?U

†
b?
)

and Ub?U
†
b?

= 1, these two GTMDs reduce to the same
gluon generalized parton distribution at zero skewness as
well as the same gluon A-GFF. Finally, one can arrive at
an interesting general relation between the gluon A-GFF
and the Laplacian of the dipole scattering amplitude as
follows

Ag(t) =
2Nc

↵s

Z 1

0
dx

Z
d2b?
(2⇡)2

e�i�?·b?

⇥ ~r2
r? [1� Sx(b?, r?)]

���
r?=0

. (10)

Here Sx(b?, r?) = 1
Nc

⌦
tr
⇥
Ub?+r?/2U

†
b?�r?/2

⇤↵
x
repre-

sents the scattering amplitude between the color dipole
with size r? and the target hadron at impact param-
eter b?. In the CGC formalism, the dipole scattering
amplitude usually follows the small-x evolution governed
by the non-linear small-x evolution equation [117–122]
with certain initial conditions [86, 87, 123, 125]. Also,
phenomenological studies based on models and fitting
of experimental data can provide useful information on
Sx(b?, r?) (see recent reviews [126, 127]).
Eq. (10) has a wide range of implications. First, if

we set ✏g(b?) =
2Nc
↵s

R 1
0 dx~r2

r? [1� Sx(b?, r?)]
��
r?=0

, we
can interpret it as the gluon light-front momentum den-
sity, since it is related to the A-GFF via the Fourier

transform Ag(t) =
R

d2b?
(2⇡)2 e

�i�?·b?✏g(b?). Therefore, the

gluon transverse mean square radius [21] is given by

hb2?ig =

R 1
0 dx

R
d2b?b2?

~r2
r?Sx(b?, r?)|r?=0

R 1
0 dx

R
d2b?~r2

r?Sx(b?, r?)|r?=0

. (11)

As expected, the above formula is equivalent to the result
computed from the slope of the gluon A-GFF at t = 0,
as in the photon counterpart in Eq. (5).
Second, the A-GFF of a QCD dipole (onium state),

which is akin to the dipole photon A-GFF in Eq. (7),
can be obtained by substituting Sx(b?, r?) in Eq. (10)
with the onium-onium scattering amplitude [108].
Third, if one assumes the Gaussian form for the scat-

tering amplitude Sx(b?, r?) = exp[� r2?
4 Q2

s(x, b?)] [123]
with the saturation momentum Qs and neglects possible
ln 1/r2? dependence when taking the Lapalacian, one can
obtain the following A-GFF and radius:

Ag(t) =
2Nc

↵s

Z 1

0
dx

Z
d2b?
(2⇡)2

e�i�?·b?Q2
s(x, b?) ,

hb2?ig =

R 1
0 dx

R
d2b?b2?Q

2
s(x, b?)R 1

0 dx
R
d2b?Q2

s(x, b?)
. (12)

The physical meaning above results becomes manifest
when we further adopt the Impact Parameter dependent
Saturation (IP-Sat) model [124, 125] for proton. Then,
the saturation momentum Qs(x, b?) can be parametrized
in the form

Q2
s(x, b?) =

2⇡2↵s

Nc
xg(x, µ2)T (b?) . (13)
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Figure 4. Feynman diagram for the forward scattering amplitude Mg⇤
A!g⇤

A of virtual photon-nucleus
collision. The amplitude contains two light-like Wilson lines, which appear from the interaction of the
quark anti-quark pair with the nucleus. This amplitude is related to the total DIS cross-section by virtue
of the optical theorem sg⇤

A = 2Im(Mg⇤
A!g⇤

A). In the high energy limit, the forward amplitude is
purely imaginary.

The total DIS cross-section, at small-x, for a virtual photon scattering off a nucleus (see
Fig. 4) can be expressed with the help of the optical theorem as [31]:
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where Q
2 = �q

2 and l are the virtuality and polarization of the photon respectively. Here
Yg⇤

l (r?, Q
2, z) is the light-cone wave-function of the splitting of the virtual photon into a

quark anti-quark pair which only depends on the dipole separation r? = x? � y? and it can
be calculated from perturbation theory. The longitudinal momentum fraction of the quark
relative to that of the photon is denoted as z and that of the anti-quark is 1 � z by momentum
conservation. The dipole correlator arises from the interaction of the quark and anti-quark
with the background field of the nucleus. In addition to the dependence on the dipole vector
r?, the dipole correlator can generally depend on the impact parameter vector defined as
b? = 1

2 (x? + y?).
The longitudinal momentum fraction x is given by Bjorken x = Q

2/W
2, where W is the

center of mass energy per nucleon of the virtual photon-nucleus system.
In order to access the saturated regime one has to probe dipole sizes r? ⇠ 1/Qs (see Fig.

3). The light-cone wave-functions Yg⇤

l rapidly suppress dipoles with sizes r
2
? & 1/Q

2 (more
precisely r

2
? & 1/

⇥
z(1 � z)Q

2⇤). These two observations imply that saturation effects in DIS
at small-x are more visible at lower values of photon virtuality L2
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s . At high

virtualities one probes the weak scattering regime where gluon saturation has not yet set in.
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cone gauge in our case). An e�cient way of getting rid o↵ such ambiguities is to set up a
collision problem in order test the strong color of a target field with in terms of gauge and
Lorentz invariant observables. Thus, Wilson lines describe the propagation of an external
parton (quark or gluon) projectile in the background of the strong field of the target. Let
us consider the propagation of a fast right-moving quark scattering on a left-moving nucleus
in the high-energy limit, as shown in Fig. 2. The quark will multiply scatter in the strong
color field of the target. Under the eikonal approximation –valid at high energies– the recoil
of the propagating parton as it multiply scatters o↵ the background field can be neglected. In
transverse coordinate space this implies that the transverse position of the parton projectile
remains fixed during its propagation. In this limit,

U(x?) = 1 + ig

Z
dz

+
A

�(x?, z
+) +

(ig)2

2

Z
dz

+

Z z+

dz
0+

A
�(x?, z

+)A�(x?, z
0+) + . . .

= P exp


ig

Z
dz

+
A

�(x?, z
+)

�
: 2 SU(Nc) (18)

with P denoting the ordering of the color matrices in the exponential w.r.t. their x
+ arguments

(i.e, when the exponential is expanded the fields with higher values of x
+ are to the left).

Wilson lines are unitary matrices in SU(Nc), i.e. pure phases. The parton projectile simply
picks a color phase in its propagation through the strong color fields. Analogous expressions
are obtained for a projectile gluon by simply changing the representation of the external color
fields in Eq. (18), i.e: A ⌘ A

a(ta)bc ! A
a(T a)bc = A

a
f

abc where the t and T ’s denote the
SU(3) matrices in the fundamental and adjoint representation respectively. 4-gluon vertices
are suppressed at high-energies, hence the similarity between quark and gluon scattering. The
simplest invariant object that can be built from Wilson lines is the scattering matrix for a
quark-antiquark color dipole of transverse size r? = |x? � y?|.

S(r?, Y ) =
1

Nc
htr

�
U(x?)U †(y?)

 
iY (19)

where, again, the average should be performed over all the possible configurations for the
color fields of the target. Using the Gaussian ansatz of the MV model Eq. (13) one gets the
Glauber-Muller17 formula for the dipole scattering matrix:

S(r?, Y ) = exp


�

r
2
?Q

2
s(Y )

4

�
; with Q

2
s(Y ) ⌘

g
2
CF µ

2

2⇡
ln(1/r?⇤) . (20)

Q
2
s is the saturation scale at rapidity of the sources Y and ⇤ is an infrared cuto↵ of the order

of the nucleon scale. The infra-red divergence occurs because the assumption of a truly local
Gaussian distribution ignores the fact that color neutralization occurs on distance scales smaller
than the nucleon size: two ⇢’s can only be uncorrelated if they are at transverse coordinates
separated by at least the distance scale of color neutralization. It should be noted that although
each partonic component in the projectile scatters eikonally, i.e it is unmodified up to a color
phase, the whole projectile state –a color dipole in our case– does not. On the contrary,
each quark line picks a di↵erent color phase and the initial colorless state will get decohered
–or colored– though the propagation giving rise to a inelastic final state or, in other words,
absorption.
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in the high-energy limit, as shown in Fig. 2. The quark will multiply scatter in the strong
color field of the target. Under the eikonal approximation –valid at high energies– the recoil
of the propagating parton as it multiply scatters o↵ the background field can be neglected. In
transverse coordinate space this implies that the transverse position of the parton projectile
remains fixed during its propagation. In this limit,

U(x?) = 1 + ig

Z
dz

+
A

�(x?, z
+) +

(ig)2

2

Z
dz

+

Z z+

dz
0+

A
�(x?, z

+)A�(x?, z
0+) + . . .

= P exp


ig

Z
dz

+
A

�(x?, z
+)

�
: 2 SU(Nc) (18)

with P denoting the ordering of the color matrices in the exponential w.r.t. their x
+ arguments

(i.e, when the exponential is expanded the fields with higher values of x
+ are to the left).

Wilson lines are unitary matrices in SU(Nc), i.e. pure phases. The parton projectile simply
picks a color phase in its propagation through the strong color fields. Analogous expressions
are obtained for a projectile gluon by simply changing the representation of the external color
fields in Eq. (18), i.e: A ⌘ A

a(ta)bc ! A
a(T a)bc = A

a
f

abc where the t and T ’s denote the
SU(3) matrices in the fundamental and adjoint representation respectively. 4-gluon vertices
are suppressed at high-energies, hence the similarity between quark and gluon scattering. The
simplest invariant object that can be built from Wilson lines is the scattering matrix for a
quark-antiquark color dipole of transverse size r? = |x? � y?|.

S(r?, Y ) =
1

Nc
htr

�
U(x?)U †(y?)

 
iY (19)

where, again, the average should be performed over all the possible configurations for the
color fields of the target. Using the Gaussian ansatz of the MV model Eq. (13) one gets the
Glauber-Muller17 formula for the dipole scattering matrix:

S(r?, Y ) = exp


�

r
2
?Q

2
s(Y )

4

�
; with Q

2
s(Y ) ⌘

g
2
CF µ

2

2⇡
ln(1/r?⇤) . (20)

Q
2
s is the saturation scale at rapidity of the sources Y and ⇤ is an infrared cuto↵ of the order

of the nucleon scale. The infra-red divergence occurs because the assumption of a truly local
Gaussian distribution ignores the fact that color neutralization occurs on distance scales smaller
than the nucleon size: two ⇢’s can only be uncorrelated if they are at transverse coordinates
separated by at least the distance scale of color neutralization. It should be noted that although
each partonic component in the projectile scatters eikonally, i.e it is unmodified up to a color
phase, the whole projectile state –a color dipole in our case– does not. On the contrary,
each quark line picks a di↵erent color phase and the initial colorless state will get decohered
–or colored– though the propagation giving rise to a inelastic final state or, in other words,
absorption.
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Twist 2 gluon GTMDs
Leading twist operators

Note on GTMDs

I. COMPLETE SET OF GLUON GTMDS

We are using convention from [1]. Gluon GTMD is given as

W
ij
!→! =

2

xP+

∫
dz→d2z↑
(2ω)3

eixP
+z↑→ik↓·z↓→p

↓!↓
|tr

(
F

+i(↑z/2)WF
+j(z/2)W ↓)

|p!↓ . (1)

The projections are defined as

U = ε
ij
W

ij
,

L = ↑iϑijW ij
,

TR = ↑W
RR

,

TL = ↑W
LL

.

(2)

and combined into a helicity matrix

H!→ω→,!ω =

(
1
2 (U + L)!→!

1
2TR,!→!

1
2TL,!→!

1
2 (U ↑ L)!→!

)

ω→ω

. (3)

We have the decomposition into a total of 16 GTMDs at the leading twist

H+ 1
2+1,+ 1

2+1 =
1

2

[
(S0,+

1,1a + S
0,→
1,1a) + i

k↑ ↔!↑
M2

(S0,+
1,1b + S

0,→
1,1b)

]
,

H→ 1
2+1,→ 1

2+1 =
1

2

[
(S0,+

1,1a ↑ S
0,→
1,1a)↑ i

k↑ ↔!↑
M2

(S0,+
1,1b ↑ S

0,→
1,1b)

]
,

H+ 1
2+1,→ 1

2+1 =
1

2

[
↑
kL

M
(P 0,+

1,1a ↑ P
0,→
1,1a)↑

”L

M
(P 0,+

1,1b ↑ P
0,→
1,1b)

]
,

H→ 1
2+1, 12+1 =

1

2

[
kR

M
(P 0,+

1,1a + P
0,→
1,1a) +

”R

M
(P 0,+

1,1b + P
0,→
1,1b)

]
,

H+ 1
2+1,+ 1

2→1 = ↑
1

2

[
k
2
R

M2
(D2,+

1,1a +D
↓2,+
1,1a) +

”2
R

M2
(D2,+

1,1b +D
↓2,+
1,1b )

]
,

H→ 1
2+1,→ 1

2→1 = ↑
1

2

[
k
2
R

M2
(D2,+

1,1a ↑D
↓2,+
1,1a) +

”2
R

M2
(D2,+

1,1b ↑D
↓2,+
1,1b )

]
,

H+ 1
2+1,→ 1

2→1 = ↑
1

2

[
kR

M
P

2,+
1,1a +

”R

M
P

2,+
1,1b

]
,

H→ 1
2+1,+ 1

2→1 = ↑
1

2

[
k
3
R

M3
F

2,+
1,1a +

”3
R

M3
F

2,+
1,1b

]
.

(4)

Only the leading twist-2 GTMDs matter in the eikonal limit - the twist-3 and higher two-body GTMDs are sub-eikonal.
The above decomposition is based on compensating the helicities of the gluon and the proton through orbital motion

of the gluons. In the first two lines there is no helicity transfer for the proton. And so the gluon orbital motion is an
S-wave - hence the notation for the GMTDs of the first two lines. The superscript 0 stands for the change in gluon
helicity. In the 3rd and the 4th line the two gluons have same helicity, but there is helicity transfer on the proton side.
This has to come at the expense of the angular momentum of the two gluons. By conservation of angular momentum
the two gluons form a P -wave that is also emphasized by the leading angular structures kL,R. The 5th and the 6th
lines explain the case where gluons have opposite helicities. Since there is no helicity transfer on the proton side this
has to come at the expense of two units of orbital motion - hence a D-wave. The GMTDs are thus accompanied by
the angular structure k

2
R and ”2

R. In case of opposite helicity of the gluons, their orbital motion can be partially
compensated by helicity transfer on the proton side. This is precisely what happens in 7th line where the gluons have
to be in a P -wave. The last line is the opposite scenario. Finally, in the last line we have the case where helicity
transfer on the on the proton side goes in the opposite direction to that of the gluons and so it has to be compensated
by three units of angular momentum forming an F -wave.

Note on GTMDs

I. COMPLETE SET OF GLUON GTMDS

We are using convention from [1]. Gluon GTMD is given as

W
ij
!→! =

2

xP+

∫
dz→d2z↑
(2ω)3

eixP
+z↑→ik↓·z↓→p

↓!↓
|tr

(
F

+i(↑z/2)WF
+j(z/2)W ↓)

|p!↓ . (1)

The projections are defined as

U = ε
ij
W

ij
,

L = ↑iϑijW ij
,

TR = ↑W
RR

,

TL = ↑W
LL

.

(2)

and combined into a helicity matrix

H!→ω→,!ω =

(
1
2 (U + L)!→!

1
2TR,!→!

1
2TL,!→!

1
2 (U ↑ L)!→!

)

ω→ω

. (3)

We have the decomposition into a total of 16 GTMDs at the leading twist

H+ 1
2+1,+ 1

2+1 =
1

2

[
(S0,+

1,1a + S
0,→
1,1a) + i

k↑ ↔!↑
M2

(S0,+
1,1b + S

0,→
1,1b)

]
,

H→ 1
2+1,→ 1

2+1 =
1

2

[
(S0,+

1,1a ↑ S
0,→
1,1a)↑ i

k↑ ↔!↑
M2

(S0,+
1,1b ↑ S

0,→
1,1b)

]
,

H+ 1
2+1,→ 1

2+1 =
1

2

[
↑
kL

M
(P 0,+

1,1a ↑ P
0,→
1,1a)↑

”L

M
(P 0,+

1,1b ↑ P
0,→
1,1b)

]
,

H→ 1
2+1, 12+1 =

1

2

[
kR

M
(P 0,+

1,1a + P
0,→
1,1a) +

”R

M
(P 0,+

1,1b + P
0,→
1,1b)

]
,

H+ 1
2+1,+ 1

2→1 = ↑
1

2

[
k
2
R

M2
(D2,+

1,1a +D
↓2,+
1,1a) +

”2
R

M2
(D2,+

1,1b +D
↓2,+
1,1b )

]
,

H→ 1
2+1,→ 1

2→1 = ↑
1

2

[
k
2
R

M2
(D2,+

1,1a ↑D
↓2,+
1,1a) +

”2
R

M2
(D2,+

1,1b ↑D
↓2,+
1,1b )

]
,

H+ 1
2+1,→ 1

2→1 = ↑
1

2

[
kR

M
P

2,+
1,1a +

”R

M
P

2,+
1,1b

]
,

H→ 1
2+1,+ 1

2→1 = ↑
1

2

[
k
3
R

M3
F

2,+
1,1a +

”3
R

M3
F

2,+
1,1b

]
.

(4)

Only the leading twist-2 GTMDs matter in the eikonal limit - the twist-3 and higher two-body GTMDs are sub-eikonal.
The above decomposition is based on compensating the helicities of the gluon and the proton through orbital motion

of the gluons. In the first two lines there is no helicity transfer for the proton. And so the gluon orbital motion is an
S-wave - hence the notation for the GMTDs of the first two lines. The superscript 0 stands for the change in gluon
helicity. In the 3rd and the 4th line the two gluons have same helicity, but there is helicity transfer on the proton side.
This has to come at the expense of the angular momentum of the two gluons. By conservation of angular momentum
the two gluons form a P -wave that is also emphasized by the leading angular structures kL,R. The 5th and the 6th
lines explain the case where gluons have opposite helicities. Since there is no helicity transfer on the proton side this
has to come at the expense of two units of orbital motion - hence a D-wave. The GMTDs are thus accompanied by
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R. In case of opposite helicity of the gluons, their orbital motion can be partially
compensated by helicity transfer on the proton side. This is precisely what happens in 7th line where the gluons have
to be in a P -wave. The last line is the opposite scenario. Finally, in the last line we have the case where helicity
transfer on the on the proton side goes in the opposite direction to that of the gluons and so it has to be compensated
by three units of angular momentum forming an F -wave.

Note on GTMDs

I. COMPLETE SET OF GLUON GTMDS

We are using convention from [1]. Gluon GTMD is given as

W
ij
!→! =

2

xP+

∫
dz→d2z↑
(2ω)3

eixP
+z↑→ik↓·z↓→p

↓!↓
|tr

(
F

+i(↑z/2)WF
+j(z/2)W ↓)

|p!↓ . (1)

The projections are defined as

U = ε
ij
W

ij
,

L = ↑iϑijW ij
,

TR = ↑W
RR

,

TL = ↑W
LL

.

(2)

and combined into a helicity matrix

H!→ω→,!ω =

(
1
2 (U + L)!→!

1
2TR,!→!

1
2TL,!→!

1
2 (U ↑ L)!→!

)

ω→ω

. (3)

We have the decomposition into a total of 16 GTMDs at the leading twist

H+ 1
2+1,+ 1

2+1 =
1

2

[
(S0,+

1,1a + S
0,→
1,1a) + i

k↑ ↔!↑
M2

(S0,+
1,1b + S

0,→
1,1b)

]
,

H→ 1
2+1,→ 1

2+1 =
1

2

[
(S0,+

1,1a ↑ S
0,→
1,1a)↑ i

k↑ ↔!↑
M2

(S0,+
1,1b ↑ S

0,→
1,1b)

]
,

H+ 1
2+1,→ 1

2+1 =
1

2

[
↑
kL

M
(P 0,+

1,1a ↑ P
0,→
1,1a)↑

”L

M
(P 0,+

1,1b ↑ P
0,→
1,1b)

]
,

H→ 1
2+1, 12+1 =

1

2

[
kR

M
(P 0,+

1,1a + P
0,→
1,1a) +

”R

M
(P 0,+

1,1b + P
0,→
1,1b)

]
,

H+ 1
2+1,+ 1

2→1 = ↑
1

2

[
k
2
R

M2
(D2,+

1,1a +D
↓2,+
1,1a) +

”2
R

M2
(D2,+

1,1b +D
↓2,+
1,1b )

]
,

H→ 1
2+1,→ 1

2→1 = ↑
1

2

[
k
2
R

M2
(D2,+

1,1a ↑D
↓2,+
1,1a) +

”2
R

M2
(D2,+

1,1b ↑D
↓2,+
1,1b )

]
,

H+ 1
2+1,→ 1

2→1 = ↑
1

2

[
kR

M
P

2,+
1,1a +

”R

M
P

2,+
1,1b

]
,

H→ 1
2+1,+ 1

2→1 = ↑
1

2

[
k
3
R

M3
F

2,+
1,1a +

”3
R

M3
F

2,+
1,1b

]
.

(4)

Only the leading twist-2 GTMDs matter in the eikonal limit - the twist-3 and higher two-body GTMDs are sub-eikonal.
The above decomposition is based on compensating the helicities of the gluon and the proton through orbital motion

of the gluons. In the first two lines there is no helicity transfer for the proton. And so the gluon orbital motion is an
S-wave - hence the notation for the GMTDs of the first two lines. The superscript 0 stands for the change in gluon
helicity. In the 3rd and the 4th line the two gluons have same helicity, but there is helicity transfer on the proton side.
This has to come at the expense of the angular momentum of the two gluons. By conservation of angular momentum
the two gluons form a P -wave that is also emphasized by the leading angular structures kL,R. The 5th and the 6th
lines explain the case where gluons have opposite helicities. Since there is no helicity transfer on the proton side this
has to come at the expense of two units of orbital motion - hence a D-wave. The GMTDs are thus accompanied by
the angular structure k
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R and ”2

R. In case of opposite helicity of the gluons, their orbital motion can be partially
compensated by helicity transfer on the proton side. This is precisely what happens in 7th line where the gluons have
to be in a P -wave. The last line is the opposite scenario. Finally, in the last line we have the case where helicity
transfer on the on the proton side goes in the opposite direction to that of the gluons and so it has to be compensated
by three units of angular momentum forming an F -wave.

time, the basis with the simplest structures is chosen. However, such a choice will generally

not display the underlying twist and multipole patterns. As a result, the corresponding

Lorentz scalar functions have often no simple physical interpretation.

Alternatively, one can use the light-front formalism. It has the advantage of unravelling

the underlying twist and multipole patterns. Another advantage is that it is also much

easier in practice, especially when there are many four-vectors at our disposal. The two

methods are of course equivalent. They lead at the end to the same number of independent

structures and can be translated into each other.

3.1 Angular momentum and multipole pattern

The quark spinors ψ(k,ε) and gluon polarization four-vectors εµ(k,ε) have definite light-

front helicity ε corresponding to the eigenvalue of Ĵz = Ŝz + L̂z, where Ŝz is the standard

spin operator and L̂z is the orbital angular momentum (OAM) operator given in momentum

space by

L̂z = →i
(

$kT × $∇kT

)

z

= kR
∂

∂kR
→ kL

∂

∂kL
.

(3.2)

When discussing the angular momentum along the z direction, it is convenient to use the

polar combinations aR,L = a1 ± ia2 for the transverse indices.

It turns out to be particularly convenient to work with a complete set of partonic

operators having a well-defined spin-flip number defined as ∆Sz = ε→ → ε+∆Lz, where ε

(ε→) is the initial (final) parton light-front helicity and ∆Lz is the eigenvalue of the operator

∆L̂z = L̂z → L̂→
z

= kR
∂

∂kR
→ kL

∂

∂kL
+∆R

∂

∂∆R
→∆L

∂

∂∆L
,

(3.3)

where k = (kf + ki)/2 and ∆ = kf → ki with ki (kf ) the initial (final) parton momentum.

For example, one can easily see that the generic structure km1
R km2

L ∆m3
R ∆m4

L carries m1 →
m2 +m3 →m4 units of OAM. For the quark operators, we have

∆Sz = 0 S, P, V ±, A±, T+−, 1
2 T

LR, (3.4)

∆Sz = +1 V R, AR, TR±, (3.5)

∆Sz = →1 V L, AL, TL±, (3.6)

where the scalar, pseudoscalar, vector, axial-vector and pseudotensor quark bilinears are

respectively given by

S = ψψ, (3.7)

P = ψγ5ψ, (3.8)

V µ = ψγµψ, (3.9)

Aµ = ψγµγ5ψ, (3.10)

T µν = ψiσµνγ5ψ. (3.11)

– 5 –

Twist 2 operators Connections to helicity amplitudes

belong to the class X+ are S0,+;g
t,1a , S0,+;g

t,1b , S0,+;g
3,3a , S0,+;g

3,3b , S0,+;g
3,4a , S0,+;g

3,4b , S0,→;g
t,1a , S0,→;g

t,1b , S0,→;g
3,3a ,

S0,→;g
3,3b , P 0,+;g

t,1b , P 0,+;g
3,2a , P 0,+;g

3,3b , P 0,+;g
3,4b , P 0,→;g

t,1a , P 0,→;g
3,2b , P 0,→;g

3,3a , P 0,→;g
3,4b , S1,+;g

t′,1b , S1,+;g
t′,2a , S1,→;g

t′,1a ,

S1,→;g
t′,2b , P 1,+;g

t′,1a , P 1,+;g
t′,2b , P ′1,+;g

t′,1b , P ′1,+;g
t′,2a , P 1,→;g

t′,1b , P 1,→;g
t′,2a , P ′1,→;g

t′,1a , P ′1,→;g
t′,2b , D1,+;g

t′,2a , D1,+;g
t′,2b , D1,→;g

t′,1a ,

D1,→;g
t′,1b , P 2,+;g

t,1b , P 2,+;g
3,2a , D2,+;g

t,1a , D2,+;g
t,1b , D′2,+;g

3,2a , D′2,+;g
3,2b , F 2,+;g

t,1b , F 2,+;g
3,2a , where t = 1, 3, 5 and

t′ = 2, 4. All the other functions belong to the class X→.

3.4 Quark and gluon light-front helicity amplitudes

For the two-parton correlators at leading twist, it is also convenient to represent them in

terms of helicity amplitudes. We will restrict ourselves to the region x > ξ where the

GTMDs describe the emission of a parton with momentum ki and helicity ε from the

nucleon, and its reabsorption with momentum kf and helicity ε′. Any parton operator O
occurring in the definition of the parton correlators (2.4) can be decomposed in the parton

light-front helicity basis as follows O =
∑

λ′,λ cλ′λOλ′λ. The light-front helicity amplitudes

are then defined as the matrix elements of Oλ′λ in the states of definite hadron light-front

helicities [46]

HΛ′λ′,Λλ(P, k,∆, N ; ηi) = →p′,Λ′|Oλ′λ(k,N ; ηi)|p,Λ〉, (3.62)

and depend in general on all the four-vectors at our disposal.

At leading twist, the spin-flip ∆Sz associated with the partonic operator can be iden-

tified with the difference of light-front helicities of the parton between the final and initial

states, i.e. ∆Sz = ε′−ε. Then, by conservation of the total angular momentum, the orbital

angular momentum transfer to the parton is simply given by ∆$z = (Λ−ε)− (Λ′ −ε′). As
a result, to each value of the spin-flip ∆Sz one can associate at leading twist a well-defined

state of polarization for the active parton [6]. In the quark sector, 1
2 V

+ corresponds to

the unpolarized quark operator, 1
2 A

+ corresponds to the longitudinally polarized quark

operator, and 1
2 T

R(L)+ correspond to the transversely polarized quark operators

1

2

∫

dz→ d2zT
(2π)3

eixP
+z−→i"kT ·"zT V +(z) = Oq

+1
2+

1
2

+Oq

→1
2→

1
2

≡ Oq
U , (3.63)

1

2

∫

dz→ d2zT
(2π)3

eixP
+z−→i"kT ·"zT A+(z) = Oq

+
1
2+

1
2

−Oq

→
1
2→

1
2

≡ Oq
L, (3.64)

1

2

∫

dz→ d2zT
(2π)3

eixP
+z−→i"kT ·"zT TR+(z) = 2Oq

+
1
2→

1
2

≡ Oq
TR

, (3.65)

1

2

∫

dz→ d2zT
(2π)3

eixP
+z−→i"kT ·"zT TL+(z) = 2Oq

→1
2+

1
2

≡ Oq
TL

. (3.66)

Similarly, in the gluon sector, δijT Γ
+i;+j corresponds to the unpolarized gluon operator,

−iεijT Γ
+i;+j corresponds to the longitudinally polarized gluon operator, and −Γ+R(L);+R(L)

correspond to the transversely polarized gluon operators

∫

dz→ d2zT
(2π)3

eixP
+z−→i"kT ·"zT δijT Γ

+i;+j(z) = Og
+1+1 +Og

→1→1 ≡ Og
U , (3.67)

∫

dz→ d2zT
(2π)3

eixP
+z−→i"kT ·"zT iεijT Γ

+i;j+(z) = Og
+1+1 −Og

→1→1 ≡ Og
L, (3.68)
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Helicity decomposed amplitude and GTMDs
A parametrization of twist 2 gluon GTMDs

Note on GTMDs

I. COMPLETE SET OF GLUON GTMDS

We are using convention from [1]. Gluon GTMD is given as

W
ij
!→! =

2

xP+

∫
dz→d2z↑
(2ω)3

eixP
+z↑→ik↓·z↓→p

↓!↓
|tr

(
F

+i(↑z/2)WF
+j(z/2)W ↓)

|p!↓ . (1)

The projections are defined as

U = ε
ij
W

ij
,

L = ↑iϑijW ij
,

TR = ↑W
RR

,

TL = ↑W
LL

.

(2)

and combined into a helicity matrix
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Only the leading twist-2 GTMDs matter in the eikonal limit - the twist-3 and higher two-body GTMDs are sub-eikonal.
The above decomposition is based on compensating the helicities of the gluon and the proton through orbital motion

of the gluons. In the first two lines there is no helicity transfer for the proton. And so the gluon orbital motion is an
S-wave - hence the notation for the GMTDs of the first two lines. The superscript 0 stands for the change in gluon
helicity. In the 3rd and the 4th line the two gluons have same helicity, but there is helicity transfer on the proton side.
This has to come at the expense of the angular momentum of the two gluons. By conservation of angular momentum
the two gluons form a P -wave that is also emphasized by the leading angular structures kL,R. The 5th and the 6th
lines explain the case where gluons have opposite helicities. Since there is no helicity transfer on the proton side this
has to come at the expense of two units of orbital motion - hence a D-wave. The GMTDs are thus accompanied by
the angular structure k

2
R and ”2

R. In case of opposite helicity of the gluons, their orbital motion can be partially
compensated by helicity transfer on the proton side. This is precisely what happens in 7th line where the gluons have
to be in a P -wave. The last line is the opposite scenario. Finally, in the last line we have the case where helicity
transfer on the on the proton side goes in the opposite direction to that of the gluons and so it has to be compensated
by three units of angular momentum forming an F -wave.
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Only the leading twist-2 GTMDs matter in the eikonal limit - the twist-3 and higher two-body GTMDs are sub-eikonal.
The above decomposition is based on compensating the helicities of the gluon and the proton through orbital motion

of the gluons. In the first two lines there is no helicity transfer for the proton. And so the gluon orbital motion is an
S-wave - hence the notation for the GMTDs of the first two lines. The superscript 0 stands for the change in gluon
helicity. In the 3rd and the 4th line the two gluons have same helicity, but there is helicity transfer on the proton side.
This has to come at the expense of the angular momentum of the two gluons. By conservation of angular momentum
the two gluons form a P -wave that is also emphasized by the leading angular structures kL,R. The 5th and the 6th
lines explain the case where gluons have opposite helicities. Since there is no helicity transfer on the proton side this
has to come at the expense of two units of orbital motion - hence a D-wave. The GMTDs are thus accompanied by
the angular structure k

2
R and ”2

R. In case of opposite helicity of the gluons, their orbital motion can be partially
compensated by helicity transfer on the proton side. This is precisely what happens in 7th line where the gluons have
to be in a P -wave. The last line is the opposite scenario. Finally, in the last line we have the case where helicity
transfer on the on the proton side goes in the opposite direction to that of the gluons and so it has to be compensated
by three units of angular momentum forming an F -wave.

Helicity non-flip Helicity flip

Parametrization through S, P, D, F states
C. Lorcé, B. Pasquini 2013

Spin  
non-flip

Spin  
flip
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Parametrization of GTMDs at small x
Dipole amplitude representations

2

In general, the angular structure kNR k
n
L!

M
R !m

L carries the angular momentum quantum number N →n+M →m. In
addition to k

2
R and !2

R terms one might expect more terms such as kR!R for example in H+ 1
2+1,+ 1

2→1 as they carry
same angular momentum. However kR!R is not independent structure and can be expressed as linear combination
of k2R and !2

R - see App. A. Same argument is used to find that kR!2
R and k

2
R!R are not independent from k

3
R and

!3
R.
At small-x the GTMDs can be written as [2]

W
ij
!→! ↑

2Nc

xωS

(
k
i
↑ +

1

2
!i

↑

)(
k
j
↑ →

1

2
!j

↑

)
N!→! , (5)

where

N!→! =

∫
d2x↑
(2ε)2

∫
d2y↑
(2ε)2

e→ik↑·(x↑→y↑)+i!↑·x↑+y↑
2

1

Nc

↓p
↓”↓

|tr
[
V (x↑)V †(y↑)

]
|p”↔

↓P”|P”↔
, (6)

is the Wilson loop GTMD. Taking into account spin-flips, Wilson loop GTMD can be parametrized in terms of three
scalar functions

N!→! = ϑ!!→N + ϑ!,→!→
1

M
(”k1↑ + ik2↑)N

↑
1T + ϑ!,→!→

1

M
(”!1

↑ + i!2
↑)NT . (7)

The scalar functions N , N↑
1T and NT can be calculated from a model. These are complex functions and can be

decomposed in terms of Pomerons and Odderons like this

N = P + i
(k↑ ·!↑)

M2
O ,

N
↑
1T =

(k↑ ·!↑)

M2
P

↑
1T + iO↑

1T ,

NT = PT + i
(k↑ ·!↑)

M2
OT .

(8)

Here we first express all GTMDs in (4) in terms of N!→!. From (5) we have

U!→! =
2Nc

xωS

(
k2
↑ →

!2
↑
4

)
N!→! ,

L!→! =
2iNc

xωS
(k↑ ↗!↑)N!→! ,

TR,!→! = →
2Nc

xωS

(
k
2
R →

!2
R

4

)
N!→! .

(9)

For the first two lines in (4) we have

H+ 1
2+1,+ 1

2+1 = H→ 1
2+1,→ 1

2+1 =
Nc

xωS

[(
k2
↑ →

!2
↑
4

)
N + i(k↑ ↗!↑)N

]
. (10)

and so we deduce

xS
0,+
1,1a =

2Nc

ωS

(
k2
↑ →

!2
↑
4

)
N ,

xS
0→
1,1a = 0 ,

xS
0+
1,1b = 0 ,

xS
0,→
1,1b =

2Nc

ωS
M

2
N .

(11)

The above result implies that at small-x we have the relation

k2
↑xS

0,→
1,1b ↘ M

2
xS

0,+
1,1a , (12)

in the near-forward limit. This is the relation between the unpolarized gluon GTMD and the spin-orbit GTMD that
was found in [3] and that holds separately for the real and the imaginary parts of these GTMDs.
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in the near-forward limit. This is the relation between the unpolarized gluon GTMD and the spin-orbit GTMD that
was found in [3] and that holds separately for the real and the imaginary parts of these GTMDs.

Small x limit of dipole gluon GTMDs

Parametrization of dipole amplitude

Relations to twist 2 operators

Y. Hatta, B. W. Xiao and F. Yuan, 2016,
D. Boer, T. Van Daal, P. J. Mulders, and E. Petreska, 2018
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Matching of two parameterizations
Helicity non-flip part
We confirm the known results for unpolarized TMD and -moment of 
spin orbit correlation

k⊥

2
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xωS
(k↑ ↗!↑)N!→! ,

TR,!→! = →
2Nc

xωS

(
k
2
R →

!2
R

4

)
N!→! .

(9)

For the first two lines in (4) we have

H+ 1
2+1,+ 1

2+1 = H→ 1
2+1,→ 1

2+1 =
Nc

xωS

[(
k2
↑ →

!2
↑
4

)
N + i(k↑ ↗!↑)N

]
. (10)

and so we deduce

xS
0,+
1,1a =

2Nc

ωS

(
k2
↑ →

!2
↑
4

)
N ,

xS
0→
1,1a = 0 ,

xS
0+
1,1b = 0 ,

xS
0,→
1,1b =

2Nc

ωS
M

2
N .

(11)

The above result implies that at small-x we have the relation

k2
↑xS

0,→
1,1b ↘ M

2
xS

0,+
1,1a , (12)

in the near-forward limit. This is the relation between the unpolarized gluon GTMD and the spin-orbit GTMD that
was found in [3] and that holds separately for the real and the imaginary parts of these GTMDs.

3

Next, for proton spin-flip case we have

H+ 1
2+1,→ 1

2+1 =
Nc

xωS

[
(k2

↑ →
!2

↑
4

) + i(k↑ ↑!↑)

](
→
kL

M
N

↑
1T →

!L

M
NT

)
,

H→ 1
2+1,+ 1

2+1 =
Nc

xωS

[
(k2

↑ →
!2

↑
4

) + i(k↑ ↑!↑)

](
kR

M
NT +

!R

M
N

↑
1T

)
.

(13)

Comparing with 3rd and 4th line of (4) we need to express this in terms of the leading angular structures kL,R and
!L,R. Note that

k↑ ↑!↑ =
1

2i
(kL!R → kR!L) ,

k↑ ·!↑ =
1

2
(kL!R + kR!L) ,

(14)

Using this we can write (this is basically a form of ε-, or Schouten, identity in 2D)

i(k↑ ↑!↑)kL,R = (k↑ ·!↑)kL,R → k2
↑!L,R ,

i(k↑ ↑!↑)!L,R = !2
↑kL,R → (k↑ ·!↑)!L,R .

(15)

With this, we can rewrite (13) in terms of the leading kL,R and !L,R structures

H+ 1
2+1,→ 1

2+1 =
Nc

xωS

{[(
→k2

↑ +
!2

↑
4

→ (k↑ ·!↑)

)
N

↑
1T →!2

↑NT

]
kL

M

+

[
k2
↑N

↑
1T +

(
→k2

↑ +
!2

↑
4

+ (k↑ ·!↑)

)
NT

]
!L

M

}
,

H→ 1
2+1, 12+1 =

Nc

xωS

{[(
k2
↑ →

!2
↑
4

+ (k↑ ·!↑)

)
N

↑
1T +!2

↑NT

]
kR

M

+

[
k2
↑N

↑
1T +

(
k2
↑ →

!2
↑
4

+ (k↑ ·!↑)

)
NT

]
!R

M

}
,

(16)

Matching this onto the 3rd and the 4th line in (4) we deduce

xP
0,+
1,1a =

2Nc

ωS

(
k2
↑ →

!2
↑
4

)
N

↑
1T ,

xP
0,→
1,1a = →

2Nc

ωS

[
(k↑ ·!↑)N

↑
1T +!2

↑NT

]
,

xP
0,+
1,1b =

2Nc

ωS

(
k2
↑ →

!2
↑
4

)
NT ,

xP
0,→
1,1b =

2Nc

ωS

[
k2
↑N

↑
1T + (k↑ ·!↑)NT

]
.

(17)

In the near-forward limit this leads to two new relations

k2
↑xP

0→
1,1a ↓ →(k↑ ·!↑)xP

0+
1,1a ,

k2
↑xP

0→
1,1b ↓ k2

↑xP
0+
1,1a + (k↑ ·!↑)xP

0+
1,1b .

(18)

that should be respected by the P -type GTMDs at small-x.
Moving to gluon helicity flip case we have

H+ 1
2+1,+ 1

2→1 = H→ 1
2 1,→

1
2→1 =

Nc

xωS

(
k
2
R →

1

4
!2

R

)
N . (19)

Spin non-flip Spin flip
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Matching of two parameterizations
Gluon helicity flip part

4

Matching onto the 5th and the 6th line of (4) we have

xD
2,+
1,1a = →

2Nc

ωS
M

2
N ,

xD
→2,+
1,1a = 0 ,

xD
2,+
1,1b =

2Nc

ωS
M

2
N ,

xD
→2,+
1,1b = 0 .

(20)

In other words we find

k2
↑xD

2,+
1,1a = →k2

↑xD
2,+
1,1b = M

2
xS

0,+
1,1a , (21)

at small-x.
Moving on to proton and gluon helicity flips we have

H+ 1
2+1,↓ 1

2↓1 = →
Nc

xωS

(
k
2
R →

1

4
!2

R

)(
kL

M
N

↑
1T +

!L

M
NT

)
,

H↓ 1
2+1,+ 1

2↓1 =
Nc

xωS

(
k
2
R →

1

4
!2

R

)(
kR

M
N

↑
1T +

!R

M
NT

)
.

(22)

We need to write the first term in (22) using leading angular structure only - these would be kR and !R. We use the
following tricks

k
2
RkL = k2

↑kR ,

k
2
R!L = 2(k↑ ·!↑)kR → k2

↑!R ,

!2
R!L = !2

↑!R ,

!2
RkL = 2(k↑ ·!↑)!R →!2

↑kR .

(23)

Inserting this into the first line of (22) and matching onto seventh line of (4) we find

xP
2,+
1,1a =

2Nc

ωS

[(
k2
↑ +

!2
↑
4

)
N

↑
1T + 2(k↑ ·!↑)NT

]
,

xP
2,+
1,1b =

2Nc

ωS

[
1

2
(k↑ ·!↑)N

↑
1T +

(
k2
↑ +

!2
↑
4

)
NT

]
.

(24)

Comparing to (17) we find P
2,+
1,1a and P

2,+
1,1b can be expressed as a linear combinations of P 0,+

1,1a and P
0,+
1,1a

k2
↑xP

2,+
1,1a ↑ k2

↑xP
0,+
1,1a + 2(k↑ ·!↑)xP

0,+
1,1b ,

2k2
↑xP

2,+
1,1b ↑ (k↑ ·!↑)xP

0,+
1,1a + 2k2

↑xP
0,+
1,1b ,

(25)

in the near forward limit, though in general these are independent functions.
For the second line in (22) the leading angular structure is k3R and !3

R and so we need to express k2R!R and kR!2
R

in terms of k3R and !3
R. Using the results in App. A we find

k
2
R!R =

2!2
↑(k↑ ·!↑)

4(k↑ ·!↑)2 → k2
↑!

2
↑
k
3
R +

k4
↑

4(k↑ ·!↑)2 → k2
↑!

2
↑
!3

R ,

kR!
2
R =

!4
↑

4(k↑ ·!↑)2 → k2
↑!

2
↑
k
3
R +

2k2
↑(k↑ ·!↑)

4(k↑ ·!↑)2 → k2
↑!

2
↑
!3

R, ,

(26)

which is consistent with [4]. Using this in the second line of (22) leads to

xF
2,+
1,1a = →

2Nc

ωS
M

2

[
4(k↑ ·!↑)2 → k2

↑!
2
↑ →

!4
→
4

4(k↑ ·!↑)2 → k2
↑!

2
↑

N
↑
1T +

2(k↑ ·!↑)!
2
↑

4(k↑ ·!↑)2 → k2
↑!

2
↑
NT

]
,

xF
2,+
1,1b =

Nc

ωS
M

2

[
k2
↑(k↑ ·!↑)

4(k↑ ·!↑)2 → k2
↑!

2
↑
N

↑
1T +

1

2

4(k↑ ·!↑)2 → k2
↑!

2
↑ → 4k4

↑

4(k↑ ·!↑)2 → k2
↑!

2
↑

NT

]
.

(27)

4

Matching onto the 5th and the 6th line of (4) we have

xD
2,+
1,1a = →

2Nc

ωS
M

2
N ,

xD
→2,+
1,1a = 0 ,

xD
2,+
1,1b =

2Nc

ωS
M

2
N ,

xD
→2,+
1,1b = 0 .

(20)

In other words we find

k2
↑xD

2,+
1,1a = →k2

↑xD
2,+
1,1b = M

2
xS

0,+
1,1a , (21)

at small-x.
Moving on to proton and gluon helicity flips we have

H+ 1
2+1,↓ 1

2↓1 = →
Nc

xωS

(
k
2
R →

1

4
!2

R

)(
kL

M
N

↑
1T +

!L

M
NT

)
,

H↓ 1
2+1,+ 1

2↓1 =
Nc

xωS

(
k
2
R →

1

4
!2

R

)(
kR

M
N

↑
1T +

!R

M
NT

)
.

(22)

We need to write the first term in (22) using leading angular structure only - these would be kR and !R. We use the
following tricks

k
2
RkL = k2

↑kR ,

k
2
R!L = 2(k↑ ·!↑)kR → k2

↑!R ,

!2
R!L = !2

↑!R ,

!2
RkL = 2(k↑ ·!↑)!R →!2

↑kR .

(23)

Inserting this into the first line of (22) and matching onto seventh line of (4) we find

xP
2,+
1,1a =

2Nc

ωS

[(
k2
↑ +

!2
↑
4

)
N

↑
1T + 2(k↑ ·!↑)NT

]
,

xP
2,+
1,1b =

2Nc

ωS

[
1

2
(k↑ ·!↑)N

↑
1T +

(
k2
↑ +

!2
↑
4

)
NT

]
.

(24)

Comparing to (17) we find P
2,+
1,1a and P

2,+
1,1b can be expressed as a linear combinations of P 0,+

1,1a and P
0,+
1,1a

k2
↑xP

2,+
1,1a ↑ k2

↑xP
0,+
1,1a + 2(k↑ ·!↑)xP

0,+
1,1b ,

2k2
↑xP

2,+
1,1b ↑ (k↑ ·!↑)xP

0,+
1,1a + 2k2

↑xP
0,+
1,1b ,

(25)

in the near forward limit, though in general these are independent functions.
For the second line in (22) the leading angular structure is k3R and !3

R and so we need to express k2R!R and kR!2
R

in terms of k3R and !3
R. Using the results in App. A we find

k
2
R!R =

2!2
↑(k↑ ·!↑)

4(k↑ ·!↑)2 → k2
↑!

2
↑
k
3
R +

k4
↑

4(k↑ ·!↑)2 → k2
↑!

2
↑
!3

R ,

kR!
2
R =

!4
↑

4(k↑ ·!↑)2 → k2
↑!

2
↑
k
3
R +

2k2
↑(k↑ ·!↑)

4(k↑ ·!↑)2 → k2
↑!

2
↑
!3

R, ,

(26)

which is consistent with [4]. Using this in the second line of (22) leads to

xF
2,+
1,1a = →

2Nc

ωS
M

2

[
4(k↑ ·!↑)2 → k2

↑!
2
↑ →

!4
→
4

4(k↑ ·!↑)2 → k2
↑!

2
↑

N
↑
1T +

2(k↑ ·!↑)!
2
↑

4(k↑ ·!↑)2 → k2
↑!

2
↑
NT

]
,

xF
2,+
1,1b =

Nc

ωS
M

2

[
k2
↑(k↑ ·!↑)

4(k↑ ·!↑)2 → k2
↑!

2
↑
N

↑
1T +

1

2

4(k↑ ·!↑)2 → k2
↑!

2
↑ → 4k4

↑

4(k↑ ·!↑)2 → k2
↑!

2
↑

NT

]
.

(27)

4

Matching onto the 5th and the 6th line of (4) we have

xD
2,+
1,1a = →

2Nc

ωS
M

2
N ,

xD
→2,+
1,1a = 0 ,

xD
2,+
1,1b =

2Nc

ωS
M

2
N ,

xD
→2,+
1,1b = 0 .

(20)

In other words we find

k2
↑xD

2,+
1,1a = →k2

↑xD
2,+
1,1b = M

2
xS

0,+
1,1a , (21)

at small-x.
Moving on to proton and gluon helicity flips we have

H+ 1
2+1,↓ 1

2↓1 = →
Nc

xωS

(
k
2
R →

1

4
!2

R

)(
kL

M
N

↑
1T +

!L

M
NT

)
,

H↓ 1
2+1,+ 1

2↓1 =
Nc

xωS

(
k
2
R →

1

4
!2

R

)(
kR

M
N

↑
1T +

!R

M
NT

)
.

(22)

We need to write the first term in (22) using leading angular structure only - these would be kR and !R. We use the
following tricks

k
2
RkL = k2

↑kR ,

k
2
R!L = 2(k↑ ·!↑)kR → k2

↑!R ,

!2
R!L = !2

↑!R ,

!2
RkL = 2(k↑ ·!↑)!R →!2

↑kR .

(23)

Inserting this into the first line of (22) and matching onto seventh line of (4) we find

xP
2,+
1,1a =

2Nc

ωS

[(
k2
↑ +

!2
↑
4

)
N

↑
1T + 2(k↑ ·!↑)NT

]
,

xP
2,+
1,1b =

2Nc

ωS

[
1

2
(k↑ ·!↑)N

↑
1T +

(
k2
↑ +

!2
↑
4

)
NT

]
.

(24)

Comparing to (17) we find P
2,+
1,1a and P

2,+
1,1b can be expressed as a linear combinations of P 0,+

1,1a and P
0,+
1,1a

k2
↑xP

2,+
1,1a ↑ k2

↑xP
0,+
1,1a + 2(k↑ ·!↑)xP

0,+
1,1b ,

2k2
↑xP

2,+
1,1b ↑ (k↑ ·!↑)xP

0,+
1,1a + 2k2

↑xP
0,+
1,1b ,

(25)

in the near forward limit, though in general these are independent functions.
For the second line in (22) the leading angular structure is k3R and !3

R and so we need to express k2R!R and kR!2
R

in terms of k3R and !3
R. Using the results in App. A we find

k
2
R!R =

2!2
↑(k↑ ·!↑)

4(k↑ ·!↑)2 → k2
↑!

2
↑
k
3
R +

k4
↑

4(k↑ ·!↑)2 → k2
↑!

2
↑
!3

R ,

kR!
2
R =

!4
↑

4(k↑ ·!↑)2 → k2
↑!

2
↑
k
3
R +

2k2
↑(k↑ ·!↑)

4(k↑ ·!↑)2 → k2
↑!

2
↑
!3

R, ,

(26)

which is consistent with [4]. Using this in the second line of (22) leads to

xF
2,+
1,1a = →

2Nc

ωS
M

2

[
4(k↑ ·!↑)2 → k2

↑!
2
↑ →

!4
→
4

4(k↑ ·!↑)2 → k2
↑!

2
↑

N
↑
1T +

2(k↑ ·!↑)!
2
↑

4(k↑ ·!↑)2 → k2
↑!

2
↑
NT

]
,

xF
2,+
1,1b =

Nc

ωS
M

2

[
k2
↑(k↑ ·!↑)

4(k↑ ·!↑)2 → k2
↑!

2
↑
N

↑
1T +

1

2

4(k↑ ·!↑)2 → k2
↑!

2
↑ → 4k4

↑

4(k↑ ·!↑)2 → k2
↑!

2
↑

NT

]
.

(27)

Spin non-flip Spin flip

the PT symmetry of the Wilson lines → some zero components
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TMD limit
Consistency check

2

In general, the angular structure kNR k
n
L!

M
R !m

L carries the angular momentum quantum number N →n+M →m. In
addition to k

2
R and !2

R terms one might expect more terms such as kR!R for example in H+ 1
2+1,+ 1

2→1 as they carry
same angular momentum. However kR!R is not independent structure and can be expressed as linear combination
of k2R and !2

R - see App. A. Same argument is used to find that kR!2
R and k

2
R!R are not independent from k

3
R and

!3
R.
At small-x the GTMDs can be written as [2]

W
ij
!→! ↑

2Nc

xωS

(
k
i
↑ +

1

2
!i

↑

)(
k
j
↑ →

1

2
!j

↑

)
N!→! , (5)

where

N!→! =

∫
d2x↑
(2ε)2

∫
d2y↑
(2ε)2

e→ik↑·(x↑→y↑)+i!↑·x↑+y↑
2

1

Nc

↓p
↓”↓

|tr
[
V (x↑)V †(y↑)

]
|p”↔

↓P”|P”↔
, (6)

is the Wilson loop GTMD. Taking into account spin-flips, Wilson loop GTMD can be parametrized in terms of three
scalar functions

N!→! = ϑ!!→N + ϑ!,→!→
1

M
(”k1↑ + ik2↑)N

↑
1T + ϑ!,→!→

1

M
(”!1

↑ + i!2
↑)NT . (7)

The scalar functions N , N↑
1T and NT can be calculated from a model. These are complex functions and can be

decomposed in terms of Pomerons and Odderons like this

N = P + i
(k↑ ·!↑)

M2
O ,

N
↑
1T =

(k↑ ·!↑)

M2
P

↑
1T + iO↑

1T ,

NT = PT + i
(k↑ ·!↑)

M2
OT .

(8)

Here we first express all GTMDs in (4) in terms of N!→!. From (5) we have

U!→! =
2Nc

xωS

(
k2
↑ →

!2
↑
4

)
N!→! ,

L!→! =
2iNc

xωS
(k↑ ↗!↑)N!→! ,

TR,!→! = →
2Nc

xωS

(
k
2
R →

!2
R

4

)
N!→! .

(9)

For the first two lines in (4) we have

H+ 1
2+1,+ 1

2+1 = H→ 1
2+1,→ 1

2+1 =
Nc

xωS

[(
k2
↑ →

!2
↑
4

)
N + i(k↑ ↗!↑)N

]
. (10)

and so we deduce

xS
0,+
1,1a =

2Nc

ωS

(
k2
↑ →

!2
↑
4

)
N ,

xS
0→
1,1a = 0 ,

xS
0+
1,1b = 0 ,

xS
0,→
1,1b =

2Nc

ωS
M

2
N .

(11)

The above result implies that at small-x we have the relation

k2
↑xS

0,→
1,1b ↘ M

2
xS

0,+
1,1a , (12)

in the near-forward limit. This is the relation between the unpolarized gluon GTMD and the spin-orbit GTMD that
was found in [3] and that holds separately for the real and the imaginary parts of these GTMDs.

5

To get the forward limit, we go back to (22) and get

H+ 1
2+1,+ 1

2→1 =
Nc

xωS

k
3
R

M3
M

2
N

↑
1T , (28)

from which we extract

xF
2,+
1,1a = →

2Nc

ωS
M

2
N

↑
1T , (29)

which is consistent with taking !↑ ↑ 0 in (27). Comparing to (17) this also implies

k2
↑xF

2,+
1,1a ↓ →M

2
xP

0,+
1,1a. (30)

II. TMD LIMIT

In the forward limit all TMDs at small-x should be expressed in terms of N and N
↑
1T only. According to [1] we

have

xf1 = xRe(S0,+
1,1a) ↑

2Nc

ωS
k2
↑P ,

xg1L = xRe(S0,→
1,1a) ↑ 0 ,

xh1 = xIm(P 2,+
1,1a) ↑

2Nc

ωS
k2
↑O

↑
1T ,

xh
↑
1L = 2xIm(D↓2,+

1,1a) ↑ 0 ,

xf
↑
1T = →xIm(P 0,+

1,1a) ↑
2Nc

ωS
k2
↑O

↑
1T ,

xg1T = xRe(P 0,→
1,1a) ↑ 0 ,

xh
↑
1 = 2xRe(D2,+

1,1a) = →
4Nc

ωS
M

2
P ,

xh
↑
1T = 2xIm(F 2,+

1,1a) = →
4Nc

ωS
M

2
O

↑
1T .

(31)

In particular this implies the non-vanishing TMDs are related as

f1 = →
k2
↑

2M2
h
↑
1 , f

↑
1T = h1 = →

k2
↑

2M2
h
↑
1T , (32)

which is consistent with [5].

III. GPD LIMIT

In the GPD limit only Pomerons survive at leading twist. Here we will need Fourier series of Pomeron-type GTMDs

P(k↑,!↑) = P0(k↑,!↑) + 2 cos(2εk!)Pω(k↑,!↑) + . . . ,

P
↑
1T (k↑,!↑) = P

↑
1T,0(k↑,!↑) + 2 cos(2εk!)P

↑
1T,ω(k↑,!↑) + . . . ,

PT (k↑,!↑) = PT,0(k↑,!↑) + 2 cos(2εk!)PT,ω(k↑,!↑) + . . . ,

(33)

where the second terms are elliptic Pomerons.

5

To get the forward limit, we go back to (22) and get

H+ 1
2+1,+ 1

2→1 =
Nc

xωS

k
3
R

M3
M

2
N

↑
1T , (28)

from which we extract

xF
2,+
1,1a = →

2Nc

ωS
M

2
N

↑
1T , (29)

which is consistent with taking !↑ ↑ 0 in (27). Comparing to (17) this also implies

k2
↑xF

2,+
1,1a ↓ →M

2
xP

0,+
1,1a. (30)

II. TMD LIMIT

In the forward limit all TMDs at small-x should be expressed in terms of N and N
↑
1T only. According to [1] we

have

xf1 = xRe(S0,+
1,1a) ↑

2Nc

ωS
k2
↑P ,

xg1L = xRe(S0,→
1,1a) ↑ 0 ,

xh1 = xIm(P 2,+
1,1a) ↑

2Nc

ωS
k2
↑O

↑
1T ,

xh
↑
1L = 2xIm(D↓2,+

1,1a) ↑ 0 ,

xf
↑
1T = →xIm(P 0,+

1,1a) ↑
2Nc

ωS
k2
↑O

↑
1T ,

xg1T = xRe(P 0,→
1,1a) ↑ 0 ,

xh
↑
1 = 2xRe(D2,+

1,1a) = →
4Nc

ωS
M

2
P ,

xh
↑
1T = 2xIm(F 2,+

1,1a) = →
4Nc

ωS
M

2
O

↑
1T .

(31)

In particular this implies the non-vanishing TMDs are related as

f1 = →
k2
↑

2M2
h
↑
1 , f

↑
1T = h1 = →

k2
↑

2M2
h
↑
1T , (32)

which is consistent with [5].

III. GPD LIMIT

In the GPD limit only Pomerons survive at leading twist. Here we will need Fourier series of Pomeron-type GTMDs

P(k↑,!↑) = P0(k↑,!↑) + 2 cos(2εk!)Pω(k↑,!↑) + . . . ,

P
↑
1T (k↑,!↑) = P

↑
1T,0(k↑,!↑) + 2 cos(2εk!)P

↑
1T,ω(k↑,!↑) + . . . ,

PT (k↑,!↑) = PT,0(k↑,!↑) + 2 cos(2εk!)PT,ω(k↑,!↑) + . . . ,

(33)

where the second terms are elliptic Pomerons.

5

To get the forward limit, we go back to (22) and get

H+ 1
2+1,+ 1

2→1 =
Nc

xωS

k
3
R

M3
M

2
N

↑
1T , (28)

from which we extract

xF
2,+
1,1a = →

2Nc

ωS
M

2
N

↑
1T , (29)

which is consistent with taking !↑ ↑ 0 in (27). Comparing to (17) this also implies

k2
↑xF

2,+
1,1a ↓ →M

2
xP

0,+
1,1a. (30)

II. TMD LIMIT

In the forward limit all TMDs at small-x should be expressed in terms of N and N
↑
1T only. According to [1] we

have

xf1 = xRe(S0,+
1,1a) ↑

2Nc

ωS
k2
↑P ,

xg1L = xRe(S0,→
1,1a) ↑ 0 ,

xh1 = xIm(P 2,+
1,1a) ↑

2Nc

ωS
k2
↑O

↑
1T ,

xh
↑
1L = 2xIm(D↓2,+

1,1a) ↑ 0 ,

xf
↑
1T = →xIm(P 0,+

1,1a) ↑
2Nc

ωS
k2
↑O

↑
1T ,

xg1T = xRe(P 0,→
1,1a) ↑ 0 ,

xh
↑
1 = 2xRe(D2,+

1,1a) = →
4Nc

ωS
M

2
P ,

xh
↑
1T = 2xIm(F 2,+

1,1a) = →
4Nc

ωS
M

2
O

↑
1T .

(31)

In particular this implies the non-vanishing TMDs are related as

f1 = →
k2
↑

2M2
h
↑
1 , f

↑
1T = h1 = →

k2
↑

2M2
h
↑
1T , (32)

which is consistent with [5].

III. GPD LIMIT

In the GPD limit only Pomerons survive at leading twist. Here we will need Fourier series of Pomeron-type GTMDs

P(k↑,!↑) = P0(k↑,!↑) + 2 cos(2εk!)Pω(k↑,!↑) + . . . ,

P
↑
1T (k↑,!↑) = P

↑
1T,0(k↑,!↑) + 2 cos(2εk!)P

↑
1T,ω(k↑,!↑) + . . . ,

PT (k↑,!↑) = PT,0(k↑,!↑) + 2 cos(2εk!)PT,ω(k↑,!↑) + . . . ,

(33)

where the second terms are elliptic Pomerons.

Parametrization of dipole amplitudes

Obtained known relations

Relations between GTMDs and TMDs
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TMD limit
Consistency check

2

In general, the angular structure kNR k
n
L!

M
R !m

L carries the angular momentum quantum number N →n+M →m. In
addition to k

2
R and !2

R terms one might expect more terms such as kR!R for example in H+ 1
2+1,+ 1

2→1 as they carry
same angular momentum. However kR!R is not independent structure and can be expressed as linear combination
of k2R and !2

R - see App. A. Same argument is used to find that kR!2
R and k

2
R!R are not independent from k

3
R and

!3
R.
At small-x the GTMDs can be written as [2]

W
ij
!→! ↑

2Nc

xωS

(
k
i
↑ +

1

2
!i

↑

)(
k
j
↑ →

1

2
!j

↑

)
N!→! , (5)

where

N!→! =

∫
d2x↑
(2ε)2

∫
d2y↑
(2ε)2

e→ik↑·(x↑→y↑)+i!↑·x↑+y↑
2

1

Nc

↓p
↓”↓

|tr
[
V (x↑)V †(y↑)

]
|p”↔

↓P”|P”↔
, (6)

is the Wilson loop GTMD. Taking into account spin-flips, Wilson loop GTMD can be parametrized in terms of three
scalar functions

N!→! = ϑ!!→N + ϑ!,→!→
1

M
(”k1↑ + ik2↑)N

↑
1T + ϑ!,→!→

1

M
(”!1

↑ + i!2
↑)NT . (7)

The scalar functions N , N↑
1T and NT can be calculated from a model. These are complex functions and can be

decomposed in terms of Pomerons and Odderons like this

N = P + i
(k↑ ·!↑)

M2
O ,

N
↑
1T =

(k↑ ·!↑)

M2
P

↑
1T + iO↑

1T ,

NT = PT + i
(k↑ ·!↑)

M2
OT .

(8)

Here we first express all GTMDs in (4) in terms of N!→!. From (5) we have

U!→! =
2Nc

xωS

(
k2
↑ →

!2
↑
4

)
N!→! ,

L!→! =
2iNc

xωS
(k↑ ↗!↑)N!→! ,

TR,!→! = →
2Nc

xωS

(
k
2
R →

!2
R

4

)
N!→! .

(9)

For the first two lines in (4) we have

H+ 1
2+1,+ 1

2+1 = H→ 1
2+1,→ 1

2+1 =
Nc

xωS

[(
k2
↑ →

!2
↑
4

)
N + i(k↑ ↗!↑)N

]
. (10)

and so we deduce

xS
0,+
1,1a =

2Nc

ωS

(
k2
↑ →

!2
↑
4

)
N ,

xS
0→
1,1a = 0 ,

xS
0+
1,1b = 0 ,

xS
0,→
1,1b =

2Nc

ωS
M

2
N .

(11)

The above result implies that at small-x we have the relation

k2
↑xS

0,→
1,1b ↘ M

2
xS

0,+
1,1a , (12)

in the near-forward limit. This is the relation between the unpolarized gluon GTMD and the spin-orbit GTMD that
was found in [3] and that holds separately for the real and the imaginary parts of these GTMDs.

5

To get the forward limit, we go back to (22) and get

H+ 1
2+1,+ 1

2→1 =
Nc

xωS

k
3
R

M3
M

2
N

↑
1T , (28)

from which we extract

xF
2,+
1,1a = →

2Nc

ωS
M

2
N

↑
1T , (29)

which is consistent with taking !↑ ↑ 0 in (27). Comparing to (17) this also implies

k2
↑xF

2,+
1,1a ↓ →M

2
xP

0,+
1,1a. (30)

II. TMD LIMIT

In the forward limit all TMDs at small-x should be expressed in terms of N and N
↑
1T only. According to [1] we

have

xf1 = xRe(S0,+
1,1a) ↑

2Nc

ωS
k2
↑P ,

xg1L = xRe(S0,→
1,1a) ↑ 0 ,

xh1 = xIm(P 2,+
1,1a) ↑

2Nc

ωS
k2
↑O

↑
1T ,

xh
↑
1L = 2xIm(D↓2,+

1,1a) ↑ 0 ,

xf
↑
1T = →xIm(P 0,+

1,1a) ↑
2Nc

ωS
k2
↑O

↑
1T ,

xg1T = xRe(P 0,→
1,1a) ↑ 0 ,

xh
↑
1 = 2xRe(D2,+

1,1a) = →
4Nc

ωS
M

2
P ,

xh
↑
1T = 2xIm(F 2,+

1,1a) = →
4Nc

ωS
M

2
O

↑
1T .

(31)

In particular this implies the non-vanishing TMDs are related as

f1 = →
k2
↑

2M2
h
↑
1 , f

↑
1T = h1 = →

k2
↑

2M2
h
↑
1T , (32)

which is consistent with [5].

III. GPD LIMIT

In the GPD limit only Pomerons survive at leading twist. Here we will need Fourier series of Pomeron-type GTMDs

P(k↑,!↑) = P0(k↑,!↑) + 2 cos(2εk!)Pω(k↑,!↑) + . . . ,

P
↑
1T (k↑,!↑) = P

↑
1T,0(k↑,!↑) + 2 cos(2εk!)P

↑
1T,ω(k↑,!↑) + . . . ,

PT (k↑,!↑) = PT,0(k↑,!↑) + 2 cos(2εk!)PT,ω(k↑,!↑) + . . . ,

(33)

where the second terms are elliptic Pomerons.

5

To get the forward limit, we go back to (22) and get

H+ 1
2+1,+ 1

2→1 =
Nc

xωS

k
3
R

M3
M

2
N

↑
1T , (28)

from which we extract

xF
2,+
1,1a = →

2Nc

ωS
M

2
N

↑
1T , (29)

which is consistent with taking !↑ ↑ 0 in (27). Comparing to (17) this also implies

k2
↑xF

2,+
1,1a ↓ →M

2
xP

0,+
1,1a. (30)

II. TMD LIMIT

In the forward limit all TMDs at small-x should be expressed in terms of N and N
↑
1T only. According to [1] we

have

xf1 = xRe(S0,+
1,1a) ↑

2Nc

ωS
k2
↑P ,

xg1L = xRe(S0,→
1,1a) ↑ 0 ,

xh1 = xIm(P 2,+
1,1a) ↑

2Nc

ωS
k2
↑O

↑
1T ,

xh
↑
1L = 2xIm(D↓2,+

1,1a) ↑ 0 ,

xf
↑
1T = →xIm(P 0,+

1,1a) ↑
2Nc

ωS
k2
↑O

↑
1T ,

xg1T = xRe(P 0,→
1,1a) ↑ 0 ,

xh
↑
1 = 2xRe(D2,+

1,1a) = →
4Nc

ωS
M

2
P ,

xh
↑
1T = 2xIm(F 2,+

1,1a) = →
4Nc

ωS
M

2
O

↑
1T .

(31)

In particular this implies the non-vanishing TMDs are related as

f1 = →
k2
↑

2M2
h
↑
1 , f

↑
1T = h1 = →

k2
↑

2M2
h
↑
1T , (32)

which is consistent with [5].

III. GPD LIMIT

In the GPD limit only Pomerons survive at leading twist. Here we will need Fourier series of Pomeron-type GTMDs

P(k↑,!↑) = P0(k↑,!↑) + 2 cos(2εk!)Pω(k↑,!↑) + . . . ,

P
↑
1T (k↑,!↑) = P

↑
1T,0(k↑,!↑) + 2 cos(2εk!)P

↑
1T,ω(k↑,!↑) + . . . ,

PT (k↑,!↑) = PT,0(k↑,!↑) + 2 cos(2εk!)PT,ω(k↑,!↑) + . . . ,

(33)

where the second terms are elliptic Pomerons.

5

To get the forward limit, we go back to (22) and get

H+ 1
2+1,+ 1

2→1 =
Nc

xωS

k
3
R

M3
M

2
N

↑
1T , (28)

from which we extract

xF
2,+
1,1a = →

2Nc

ωS
M

2
N

↑
1T , (29)

which is consistent with taking !↑ ↑ 0 in (27). Comparing to (17) this also implies

k2
↑xF

2,+
1,1a ↓ →M

2
xP

0,+
1,1a. (30)

II. TMD LIMIT

In the forward limit all TMDs at small-x should be expressed in terms of N and N
↑
1T only. According to [1] we

have

xf1 = xRe(S0,+
1,1a) ↑

2Nc

ωS
k2
↑P ,

xg1L = xRe(S0,→
1,1a) ↑ 0 ,

xh1 = xIm(P 2,+
1,1a) ↑

2Nc

ωS
k2
↑O

↑
1T ,

xh
↑
1L = 2xIm(D↓2,+

1,1a) ↑ 0 ,

xf
↑
1T = →xIm(P 0,+

1,1a) ↑
2Nc

ωS
k2
↑O

↑
1T ,

xg1T = xRe(P 0,→
1,1a) ↑ 0 ,

xh
↑
1 = 2xRe(D2,+

1,1a) = →
4Nc

ωS
M

2
P ,

xh
↑
1T = 2xIm(F 2,+

1,1a) = →
4Nc

ωS
M

2
O

↑
1T .

(31)

In particular this implies the non-vanishing TMDs are related as

f1 = →
k2
↑

2M2
h
↑
1 , f

↑
1T = h1 = →

k2
↑

2M2
h
↑
1T , (32)

which is consistent with [5].

III. GPD LIMIT

In the GPD limit only Pomerons survive at leading twist. Here we will need Fourier series of Pomeron-type GTMDs

P(k↑,!↑) = P0(k↑,!↑) + 2 cos(2εk!)Pω(k↑,!↑) + . . . ,

P
↑
1T (k↑,!↑) = P

↑
1T,0(k↑,!↑) + 2 cos(2εk!)P

↑
1T,ω(k↑,!↑) + . . . ,

PT (k↑,!↑) = PT,0(k↑,!↑) + 2 cos(2εk!)PT,ω(k↑,!↑) + . . . ,

(33)

where the second terms are elliptic Pomerons.

Parametrization of dipole amplitudes

Obtained known relations

Relations between GTMDs and TMDs

Semi-inclusive Deep Inelastic Scattering

Semi-inclusive hadron production in deep inelastic scattering (SIDIS) provides a power-
ful probe of the transverse momentum dependent (TMD) quark distributions of nucleons.
Common kinematic variables have been described in the DIS section (see the Sidebar on
page 18). In SIDIS, the kinematics of the final state hadrons can be specified as follows

x

y

z

φS

�

Ph

S⊥

k

k

q

Figure 2.11: Semi-inclusive hadron production
in DIS processes: e+N ! e

0 + h+X, in the
target rest frame. P hT and S? are the trans-
verse components of P h and S with respect to
the virtual photon momentum q = k � k0.

�h, �s Azimuthal angles of the final state
hadron and the transverse polarization
vector of the nucleon with respect to
the lepton plane.

PhT Transverse momentum of the final state
hadron with respect to the virtual pho-
ton in the center-of-mass of the virtual
photon and the nucleon.

z = Ph · P/q · P gives the momentum frac-
tion of the final state hadron with re-
spect to the virtual photon.

ƒ1 =

g1L =

h1 =

g1T
┴ =ƒ1T

┴ =

h1
┴ =

h1L
┴ =

h1T
┴ =Sivers

Boer-Mulders

Helicity

Transversity

Leading Twist TMDs

Quark Polarization

N
u

cl
eo

n
 P

o
la

ri
za

ti
o

n

Un-Polarized
(U)

Longitudinally Polarized
(L)

Transversely Polarized
(T)

Nucleon Spin Quark Spin

—

—

—

—

—

—

—

U

L

T

Figure 2.12: Leading
twist TMDs classified ac-
cording to the polarizations
of the quark (f, g, h)
and nucleon (U, L, T).
The distributions f

?,q
1T and

h
?,q
1 are called naive-time-

reversal-odd TMDs. For glu-
ons a similar classification of
TMDs exists.

The di↵erential SIDIS cross section can be written as a convolution of the transverse
momentum dependent quark distributions f(x, kT ), fragmentation functions D(z, pT ), and
a factor for a quark or antiquark to scatter o↵ the photon. At the leading power of 1/Q,
we can probe eight di↵erent TMD quark distributions as listed in Fig. 2.12. These distri-
butions represent various correlations between the transverse momentum of the quark kT ,
the nucleon momentum P , the nucleon spin S, and the quark spin sq.

32

Gluon

Gluon helicity
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GPD limit

5

To get the forward limit, we go back to (22) and get

H+ 1
2+1,+ 1

2→1 =
Nc

xωS

k
3
R

M3
M

2
N

↑
1T , (28)

from which we extract

xF
2,+
1,1a = →

2Nc

ωS
M

2
N

↑
1T , (29)

which is consistent with taking !↑ ↑ 0 in (27). Comparing to (17) this also implies

k2
↑xF

2,+
1,1a ↓ →M

2
xP

0,+
1,1a. (30)

II. TMD LIMIT

In the forward limit all TMDs at small-x should be expressed in terms of N and N
↑
1T only. According to [1] we

have

xf1 = xRe(S0,+
1,1a) ↑

2Nc

ωS
k2
↑P ,

xg1L = xRe(S0,→
1,1a) ↑ 0 ,

xh1 = xIm(P 2,+
1,1a) ↑

2Nc

ωS
k2
↑O

↑
1T ,

xh
↑
1L = 2xIm(D↓2,+

1,1a) ↑ 0 ,

xf
↑
1T = →xIm(P 0,+

1,1a) ↑
2Nc

ωS
k2
↑O

↑
1T ,

xg1T = xRe(P 0,→
1,1a) ↑ 0 ,

xh
↑
1 = 2xRe(D2,+

1,1a) = →
4Nc

ωS
M

2
P ,

xh
↑
1T = 2xIm(F 2,+

1,1a) = →
4Nc

ωS
M

2
O

↑
1T .

(31)

In particular this implies the non-vanishing TMDs are related as

f1 = →
k2
↑

2M2
h
↑
1 , f

↑
1T = h1 = →

k2
↑

2M2
h
↑
1T , (32)

which is consistent with [5].

III. GPD LIMIT

In the GPD limit only Pomerons survive at leading twist. Here we will need Fourier series of Pomeron-type GTMDs

P(k↑,!↑) = P0(k↑,!↑) + 2 cos(2εk!)Pω(k↑,!↑) + . . . ,

P
↑
1T (k↑,!↑) = P

↑
1T,0(k↑,!↑) + 2 cos(2εk!)P

↑
1T,ω(k↑,!↑) + . . . ,

PT (k↑,!↑) = PT,0(k↑,!↑) + 2 cos(2εk!)PT,ω(k↑,!↑) + . . . ,

(33)

where the second terms are elliptic Pomerons.

6

According to [1] the 8 leading twist GPDs are

H =
1√

1→ ω2
[S0,+

1,1 + 2ω2P0,+
1,1 ] ↑ S

0,+
1,1 ,

E = 2
√
1→ ω2P

0,+
1,1 ↑ 2P0,+

1,1 ,

H̃ =
1√

1→ ω2
[S0,→

1,1 + 2ωP0,→
1,1 ] ↑ S

0,→
1,1 ,

ωẼ = 2
√
1→ ω2P

0,→
1,1 ↑ 2P0,→

1,1 ,

HT = →
1√

1→ ω2

[
P

2,+
1,1 → 4ωD↑2,+

1,1 +
!2

↓
M2

F
2,+
1,1

]
↑ →P

2,+
1,1 →

!2
↓

M2
F

2,+
1,1 ,

ET = →
4√

1→ ω2

[
D

2,+
1,1 + ωD

↑2,+
1,1 + 2F2,+

1,1

]
↑ →4

[
D

2,+
1,1 + 2F2,+

1,1

]
,

H̃T = 4
√
1→ ω2F

2,+
1,1 ↑ 4F2,+

1,1 ,

ẼT = →
4√

1→ ω2

[
ωD

2,+
1,1 +D

↑2,+
1,1 + 2ωF2,+

1,1

]
↑ →4D↑2,+

1,1 ,

(34)

where we have taken the eikonal limit ω ↑ 0. Here the relevant terms are

S
0,±
1,1 = Re

∫
d2k↓S

0,±
1,1a ,

P
0,±
1,1 = Re

∫
d2k↓

[
k↓ ·!↓

!2
↓

P
0,±
1,1a + P

0,±
1,1b

]
,

P
2,+
1,1 = Re

∫
d2k↓

[
k↓ ·!↓

!2
↓

P
2,+
1,1a + P

2,+
1,1b
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Notice that GPD H will be given by Re(G1) which is usual case. Notice also that according to (34), GPD ET has a
piece that is given by Re(G1) (through ) but also an additional piece that is given by
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∫
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Note that here 5 functions determine 5 functions, so there are no relations between them.
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Note that here 5 functions determine 5 functions, so there are no relations between them.
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Conclusions
• The factorization theorem enables the separation of cross sections 
into perturbative and non-perturbative parts. The non-perturbative 
component is universal and encoded in the PDFs 

• Within the CGC formalism, these PDFs can be expressed in terms of 
expectation values of Wilson lines 

• By parameterizing PDFs through twist expansion and using the CGC 
framework, we establish connections among GTMDs. This provides a 
unified description of PDFs directly via the dipole scattering amplitude
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Thank you!


