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Nvidia Tesla series

Features
Number and Type of .
GPU 1 Fermi GPU
Peak double precision
floating point 5 1 5
performance Gigaflops
Peak single precision
floating point 103 O
performance Gigaflops
Memory bandwidth 1 50
(ECC off) GBytes/sec
Memory size (GDDR5) 6 GB
CUDA cores 448

M2075 M2090

1 Fermi GPU

665

Gigaflops

1331

Gigaflops

177

GBytes/sec

6 GB

512

K10

2 Kepler GK104s

190 Gigaflops

(95 Gflops per GPU)
4577 Gigaflops

(2288 Gflops per GPU)

320 GB/sec

(160 GB/sec per GPU)

8 GB

(4 GB per GPU)

3072

(1536 per GPU)

K20 K20X
1 Kepler GK110
1.17 1.31
Tflops Tflops
3.52 3.95
Tflops Tflops
208 250
GB/sec GB/sec
5GB 6 GB

2496

2688



Intel® Xeon Phi™ Coprocessor

5110P 3120A 3120P 7120P 7120X 5120D

Code Name

# of Cores 60 57

Clock Speed 1.053 GH:z 1.1 GHz

Peak double
precision floating
point performance
Peak single
precision floating
point performance

Cache 30 MB 28.5 MB
Max TDP 225 W 300 W

Max Memory Size 8 GB 6 GB

(16 channels)

Max M
pandwiatn | 320 GB/s 5 GB/s

Knights Corner

57 61 61 60
1.1GHz  1.238GHz 1.238GHz 1.053GHz

1.011

TFlops
2.022

TFlops

28.5 VB 30.5 VB 30.5 MB 30 MB

300 W 300 W 300 W 245 W

6GB 16GB 16GB 8GB

5GB/s 5.5GB/s 5.5GB/s 5.5GB/s

3 sgi


http://ark.intel.com/products/71992/Intel-Xeon-Phi-Coprocessor-5110P-8GB-1_053-GHz-60-core
http://ark.intel.com/products/75797/Intel-Xeon-Phi-Coprocessor-3120A-6GB-1_100-GHz-57-core
http://ark.intel.com/products/75798/Intel-Xeon-Phi-Coprocessor-3120P-6GB-1_100-GHz-57-core
http://ark.intel.com/products/75799/Intel-Xeon-Phi-Coprocessor-7120P-16GB-1_238-GHz-61-core
http://ark.intel.com/products/75800/Intel-Xeon-Phi-Coprocessor-7120X-16GB-1_238-GHz-61-core
http://ark.intel.com/products/75801/Intel-Xeon-Phi-Coprocessor-5120D-8GB-1_053-GHz-60-core
http://ark.intel.com/products/codename/57721/Knights-Corner

SGI Development Suite

* For Linux
software
development

*  Supports 2-4
developers

SGl

Performance
Suite

.

Technical Computing
Performance for SGI
Systems

Consists of SGI
Accelerate, SGI MPI,
SGI REACT, SGI
UPC

Tech support via SGI
Support contract

Intel
Composer XE

.

Software development
tool suite tuned for
application performance
and code robustness

Consists of C++ &
Fortran compilers, Math
Kernel Library,
Integrated Performance
Primitives, Threading
Building Blocks

Includes 1 yr tech
support

Dynamic source code,
thread, and memory
debugging for C, C++
and Fortran HPC
applications

Consists of TotalView,
MemoryScape,
ReplayEngine, and
CUDA debugging

Includes 1 yr tech
support

sgi



Intel® Xeon Phi™ compared to a GPU

Intel® Xeon Phi™ is a multi-core architecture with the
following characteristics :

— based on Pentium 4 in-order cores with a vector extension

— OpenMP programming

— “UV on a chip”

— PCle x16 Gen 2 (~ 6.7 GB/s)

— Ease-of-Use

NVIDIA Fermi GPU use streaming multi-processors with
currently 32 SIMD engines

— Avery high number of threads (10s of thousands) hides latency to
memory

— Minimal context switching time between threads
— HW thread dispatcher
— PCle x16 Gen (~ 11.3 GB/s) [Kepler 10]



GPU-ACCELERA

01 Research: Higher Education and Supercomputing CASINO Code for performing Quantum Monte Carlo GPUS

COMPUTATIONAL CHEMISTRY AND BIOLOGY
NUMERICAL ANALYTICS

PHYSICS,

06 Defense and Intelligence

COMPUTATIONAL STRUGTURAL MECHANICS
COMPUTER AIDED DESIGN

ELECTRONIC DESIGN AUTOMATION

09 Media and Entertainment

ANIMATION, MODELING AND RENDERING
COLOR CORRECTION AND GRAIN
MANAGEMENT

COMPOSITING, FINISHING AND EFFECTS
EDITING

ENCODING AND DIGITAL DISTRIBUTION
ON-AIR GRAPHICS

ON-SET, REVIEW AND STEREO TOOLS
SIMULATION

WEATHER AND CLIMATE FORECASTING

130il and Gas

POPULAR GPU-ACCELERATED APPLICATIONS
CATALOG | MAR14 |01

(QMC) electronic structure calculations for
finite and periodic systems
D Yes

CP2K Program to perform atomistic and

Allows fast processing o large ligand

. liquid,

molecular and biological systems.
DBCSR (space matrix multply library) Yes
GAMESS-UK The general purpose ab nitio
molecular
electronicstructure program for performing

CF-, DFT- and MCSCF-gradient
calculations
(sslss) type integrals within calculations
using Hartree-Fock ab initio methods
and density functional theory. Supports
organics and inorganics.

Dynamic Programming, Multi-GPU support
Yes

only
Intuvision Panoptes 3.0

ED APPLICA

caleatonsaf a idevariey ofpcingand

Object

rayrendering

inMaimus supported GPU simulaion using

IONS

Element 3D
3D object based particle system Faster effects Yes

databases recognition and change detection Yes classes anddervaiives Iertor 30 mecharica design, documentation, and Smg\e only POPULAR GPUACCELERATED APPLICATIONS
Single onl UGENE SSE/  Luciadl Existing # supported product simulation i Cinema4D 30 modsling, arimaion,and __ CATALOG | MARL4 | 1
BUDE Molecular docking program Empirical Free  CUDA, Suffix array and transparently, BIM for eractive - Video Copilot Opli
o) dotplot only rates Flares

to Fastshort Mmmnnsp Ikena ISR Real-time Full Motion Video  CUDA and OpenCL, Switches transparently Single on! Single only Lens flares plug-infor After Effects Faster effects.
impr WideLMFits numsmushneavmudels toafied  andw; betweenmultiple GPUs and CPUS Revit Building Information Modeling (BIM) for NewTek Lightwave 3D modeling, animation, and ~ Single onl
drug prof design and responss nhancementand analytics interactive ~ Video Copilot Twitch Video effects plug-in for After
P acesormed application Yes I based v factors Modeling (BIM) to design, build, and rates Effects Faster effects Single only
FastROCS lica enhancement,filtering, mosaicing, video es maintain higher-qualty, more energyefficient Single only EDITING
Real-time shape similarity searching/ analytics, and transcoding Manufacturing: CAD and CAE buildings Otoy Octane Render GPU Renderer CUDA-based  APPLICATION DESCRIPTION SUPPORTED
‘comparison POPULAR GPU -ACCELERATED APPLICATIONS . Yes COMPUTATIONAL FLUID DYNAMICS ingle only GPU final-frame rendering Yes FEATURES MULT-GPU SUPPORT

CATALOG | MAR14 | 0¢ lerwe ViD SrX Video Analytics Object recognition NVIDIA Iray A ready ly-based, 30 effects

os
Interactive Molecule

Visualizer

Molecular visualization based on a raytracing engine

APPLICATION DESCRIPTION SUPPORTED.
FEATURES MULTI-GPU SUPPORT

and tracking Yes
NerVve Visual Search
Solution (NVSS)

ideoll

APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTI-GPU SUPPORT
Altair AcuSolve General purpose CFD software.
Linear equation solver Yes

photorealistc rendering solution
Iray Interactive; Iray Photoreal; ray.
Cluster. Fast interacive ray racing:
Ph based,

Research: Higher
COMPUTATIONAL poibetiishplstol e
Molecular Dynarics.

APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTI-GPU SUPPORT

ACEMD GPU simulation of molecular mecharics
force fields, impliit and explicit solvent
Writenfor use only on GPUs Yes.

AMBER Sute o programs (0 simulate molecuar
dynamicson biomolecul

PEMD Expicit Solvent and GB Implic

Solvent

complexity at interactive.
rates

Single only

for smoother image
manipulation in Mercury Graphics Engine.
Single only

Redshift Renderer GP

cc

CUDA-based GPU
Side Effects Houdini 3D

ves

real-ime

d
Tendoring Masimus Supponed G smuaton usg
OpencL

Single only

Yes

Apple Final Cut Pro Video editing Faster effects
Single only
Avid

‘The Foundry Mari
complexity at interactive
rates

Written for use only on GPUS Yes ArrayFire C Videoand  ANSYS Fluent fware
GAMESS-US C usedto Moleg Method for Hundreds of functions for math, signal/ Image content search Yes wansfer model, linear cluster rendering
simulate atomic and molecular electronic. racy image processing, statistics, and more. OpCoast SNEAK Electromagnetic signals equation solver
structure. flexible molecular docking Yes propagation Yes Dot Systemes CATIA
Libge with Rys Qu ithm, modelingfor - Live Rendering
Haree-Fock. MP2 o oo and guided differential evolution computing languag environm L ingle only Iy integr
Single only. and development environment Ray tacng, DTED CPFD ida-VR and inCATIA V6.
Soussian PIPER Protein Docki UDA and inputs Network endering
(n d program Molecule docking TBD OpenCL s Fiudzedbed modelingsoftwae Linear equation
Predicts energies, molecular structures, PyMol User-sponsored molecular visualization Yes PCI Geomatics GXL Geospatial Visualizationimage solver, par
and vibrational frequencies of molecular system on an open-source foundation MATLAB by Mathworks GPU accel for dadditional ot software
systems Lines: 460% increase MATLAB (high-level image processing Single only ray-based ray-tracing. Animation support,
Joint NVIDIA, PGI and Gaussian Cartoons: 1246% increase technical computing language) es FuDyma Culses for Network rendering
collaboration Surface: 1746% increase Support or 200+ of mostused MATLAB GAIA Multi-GPU, Muli-Machine distributed OpenFoy
Spheres: 753% increase QL style query Solver Imraly for RTT visualization
GPAW Real id DFT and  Ribbe Processing, Communcatons Syslems etc) capability, advanced geospatial query software

P
Electrostatic poissonequation,

orthonomalizing of vectors, esi
minimization method (mm-
Yes

idual

Single only
VEGA 2Z Molecular Modeling Toolkit Virtual logP,
molecular surface values Single only

VMD

o ——— d

capability,heatmap generation, and

statistics for

sence

NET, pre:
Yes systems in 3-D graphics of a CUDA-enabled GPU at runtime
Jaguar high and
dynamicson biomolecule (100M it
Implicit (59, Explicit (2x) Solvent simuations tasks, multiple & ‘support for displayof Automatically offloads computations o the.
via Of Native CUDA port in Yes molecular orbitals GPU
development LATIE Densitymatxcompuatons CU_BLAS. P2 ves Single only.
Algorithm: PHYSICS

os.
DESMOND High-speed molecular dynamics
simulations of biological systems on
conventional commodity clusters,

‘The code uses novel parallel algorithms
and numericaltechniques o achieve high
performance and accuracy

e

MOLCAS ethods for calculating general electronic

informatics
APPLICATION DESCRIPTION SUPPORTED

APPLICATION DESCRIPTION SUPPORTED

Buitlor GPUs, scalesto many machines

Linear equation solvers Yes
FluiDyna LBultra General purpose CFD software
Latiice-Bolizmann solver

and
realtime interaction. This latest version
gives users a broad suite of robust new
features to truly revolutionize processes
d.

odicaonor pre-meditation
Yes
Computational Finance

APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTI-GPU SUPPORT

Spema\lzeﬂ platorm for real-time hedging,

fos.
DL-POLY i
systems, etc on a distributed memory
parallel computer

D
software Implicitand explicit solvers Single only.
Vratis ARAEL General purpose Ci

flexibiliy.

10| POPULAR GPU-ACCELERATED

APPLICATIONS CATALOG | MAR14

COLOR CORRECTION AND GRAIN
NAGEMENT

APPLICATION DESCRIPTION SUPPORTED
TURES MULT-GPU SUPPORT

i SpeedGrade CC Color grading Real-time.

grading and finishing with

Lumetri Deep Color Engine

Single onl

Assimilate Scratch Color grading and finishing

real-time.

on
FVM with OpenFOAM compatibilty
Linear equation solver

Turbostream Ltd., Cf

Interactive ray

illumination. Integration with Siemens

TeamCenter. Cluster suppont Realime
&Off

digital finishing
Single only

megration

flows Explicitsolver Yes
Vratis SpeediT extreme

, Xplor
DeltaGen, SDK for DeltaGen

s
PTC Creo Parametric Parametic design solution

Resolve
Color grading Real-time color correction, real-time.
denoising

Two-body forces, Link-cell
SPUE orces, Shake W

Fuldlng@Home A distributed computing project that
stude
fold tion, and

EOMCCSD

related diseases
Powerfuldistributed computing molecular
and

Yes
Octopus Used for

large genomes
fos.

fading

SPuGHdnet A

uses
GPUS for molecular simulations

High-performance a-atom biomolecular
simulations; explicit solvent and binding

Yes
GROMACS Simulation of

04| P

Yes
GTS Simulates microturbulence and the motion
of

classes paired with the most efficient
resolution methods (Monte Carlo

Ridge NL)
Direct numericalsolver (DNS) for turbulent
combustion

APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTIGPU SUPPORT

H-based Cf

FD software Li

model Agilent

DS Simulation tool for design
of RF, microwave

singleor

APPUCAT\ONS CATALOG. | MARLa fusion Eauatons) Chemistry model Yes
Full GPU supportfor ground-state, TK The Genome Analysis Toolkitor GATK  Push and shiftfor both efectron and ion P
reak e alulatons; Ko Sham 2 soware pacrage devloped e jynamics Nemerical Aot

D Broad Insttute to analyse next-generation Group (NAG) NASA
Gagonatiaion passon soer, e resequencing data. The toolkitoffers a wide MILC Lattice Quantum Qco) 8
propagaton variety o tools, it a primary focus on codes simulate how elementalpartcies bridges, and PDE solvers

n y . are “srong ore Monte Carlo and PDE solvers Single only

Gonem to create larger Fsi
for HPC clusters Variant Caling; > 70X speedup Yes neutrons (earthauakes, hurricanes,terrorism,

TeD GPU-BLAST L Staggered sohvers, infectuous diseases)

‘complcated bond interactions
mplci (69, Exict (2 Solent ves

QUICK QUICK is a

cnemlsw ‘software package
-Focl

mple and
cumplex nqums
Simple fluids and binary mixtures (pair
potentials, high-precision NVE and NV,
dynamic correlations)
singleon,
HOOMD-Blue Partcle dynamics package written

Writen for use only on GPUs Yes
LAMMPS Classical

K and DFT energy on
GPU, Suppor\s 5. p.d omialson energy

ASTP Single only.
MCUDA-MEME Ultrafast scalable motif discovery
algorithm

based on MEME

Caugedinkfatening

PiGonGPU A relatvstc Parice-nCallcode that
describesthe dynamics of a plasmal

Risk analytics Yes
Tanay ZX Lib (Fuzzy

calculation, Hi rbital
suppor. Py genevamv

POPULAR GPU -ACCELERATED APPLICATIONS
CATALOG | MAR14 |0

TeraChen Guanum chamisty sofware designedio
un on NVIDIA GPU

F

on MEME

fos
MUMMerGPU High-throughput local sequence
alignment

program

‘Aligns multiple query sequences against

package
Lennard-Jones, Gay-Berne, Tersoff, and
many more potentials
fos.
NAMD Designed for high-performance simulation
of large molecular syster
Full electrostatics with PME and most
simulation features; 100M atom capable

‘OpenMM Library and application for molecular
dynamicsfor HPC with G

Implicitand explicit solvent, custom forces Yes
Test Drive the World's

Fastest Accelerator - Free!

‘Take the GPU Test Drive, a free and easy way to
experience acceleratedcomputing on GPUs. You

run your

PU version

Yes
Materials Science

APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTIGPU SUPPORT

8D
NVBIO NVBIO is an open source C++ library
of reusable components designet

accelerate bioinformatics applications using
CUDA.

D I

thms, and uilty

OWLL
effects.
of temperature on magnetism

Generalized Wang-Landaumethod Yes
PEtot First principles materials code that
computes the behavior of the electron
structures of materials

Density functionaltheory (DFT) plane wave
pseudopotentialcalculations

es
QMCPACK Solves the

Logic)
Financialanalytics and data mining lbrary Monte
fvanila

subjectto
Simulation of laser-wakefield acceleration
of elections.

ptions, fixed
datamining
Yes

.
08| POPULAR GPU-ACCELERATED
APPLICATIONS CATALOG | MAR14
COMPUTATIONAL STRUCTURAL MECHANICS
APPLICATION DESCRIPTION SUPPORTED.
FEATURES MULTIGPU SUPPORT
‘Abaqus/Standard Simulation and analysis tool for
structural
mechanics
Direct sparse solver Yes
ANSYS

Signalintegrty simulation Single only
Agilent Technologies
EMPr0

Modeling and simulation environment for
analyzing 3D EM effects of high speed and
RFIMicrowave components

FDTD solver Yes

ANSYS Nexdm Circuit simulation engine for
RF/analog/

mixed-signal IC design; IBIS-AMI analysis

computing,

effects, unique stereo 3D
capabiliies
Single only
Grass Valley Edius Video editing Faster effects
single only
Harris Velocity Video editing Faster effects Single
only
Quantl Qube Broadeastvideo ediing Faster vdeo
flects, unique stereo
capabiliies
ingle only
Sony Vegas Pro Video editing Faster video effects
and encoding Single onl
ENCODING AND DIGITAL DISTRIBUTION
APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTI-GPU SUPPORT

Accuweather Storyteller Weather graphics Real-time
Single onl
ASUCA Regional atmosphericmodel Entire model

Yes
CAM - SE Global atmosphere modelfor climate
research

Dynamical core Yes

COSMO Regional aimospheric model Entire model

H

s
GEOS-5 Global climate model Entire model Yes
HOMME Dynamical core for global atmospheric
model

namical core Yes
HYCOM Ocean circulation model Dynamical core:
Single only.
Meteo Earth Weather graphics Real-ime Single only
MiTgem Ocean circulation model Dynarmical core.
Single o
NEMO Ocean circulation model Entire model (GYRE
config) Yes
NIM Dynamical core for global atmospheric
model
Dynamical core Yes
Weather Central Fusion
Studio
Weather graphics Real-time Single only
WRF Regional numericalweather prediction
model
WSMS, WSM3, lce Microphysics models Yes
WSI TrueView Max Weather graphics Real-time
Single ol
POPULAR GPU-ACCELERATED APPLICATIONS
CATALOG | MARI4 |13
il and Gas
APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTHGPU SUPPORT
Acceleware
ARTM
AKTM
Seismic Processing RTM, Kirchhof, control source,

Cinnafiim Tachyon
procession and encoding Yes

Digimetrics Aurora Automated video and audio test
and

measurment

Caov Geovaion Seismic Processing Mulile

algorithms (RTM, et

iR Gooter. Sekmic merretaion Atrbes
lculati o

extraction

o5
A SVI Pro Seismic Inerpretation Attributes.
lculati o

Quantel Pablo Rio Color grading and finishing Real
time color correction Yes
Red Digital Cinema

structures in molecular systems in bott \TURES MULT-GPU SUPPORT FEATURES MULTI-GPU SUPPORT valuation, pricing and risk management for OpenFOAM fes.
ground and excited states BanaCUDA ‘Sequence mapping software Alignment  Chroma Lattice Quantum QcD) h Solver library for Cinnafiim Dark plug-infor  Elemental Live Live streamingvideo processing and
CU_BLAS Single only. of short sequencingreads, ilson-clover fermions, Pyth software shaded-with-edges mode. GRID Support image oding
MOLPRO Usedor alignment of d Grid middleware Linear equation solvers Yes Single only enhancement Video encoding and video processing Yes
chemistry calculati extensions Yes Yes RESEARCH CFD DEVELOPMENTS Siemens PLM NX and Image de-noising and restoration. Elemental Server Fi
Densiy ed MP2 (OF-P2). ,densiy fited fes ENZO 3 bl FEFLO (GMU-L purpose CFD Teamcenter g Yes

HF, DFKS), DFT  CUDASW++Open mith- for engine (Volera) Real-time options analytics engine  software for Product ifecyclemanagement solutions. rendering isovideo Viarte Video standards conversion CUDA-

Yes Waterman Accelerated magneto hydrodynamics es simulationto productionto Yes acceleratedvideo procession ant
MO Us solvers Murex MACS Analytics Implicitand explicit solver Yes Digital Vision Nucoda Color grading Real-time color ~ encoding

Ewald ibrary SD++ (StanfordJameson) Design software, NX, and PLM viewer correction Single only
and density matrix assembling database GTC ransport FD software for applications, Tcis and Active Workspace Marquise Technologies. MainConcept CUDA
Single onl fes magnetially confined fusion plasma fisk for derivatives across multiple asset compressible flows. Client. Rain H.264/AVC Encoder SDK
NW Chem Calculations Triples part of Reg-CCSD(T), CUSHAW Parallelized short read aligner Parallel,  Electron push and shift (accounting for classes. Explict solver Yes Singleonly Color grading CUDA-based real-time rection H.264 video encoder
ccspand accurate long read alignerfor >80% of run time) Market standard models for all asset 53D (Sandia and Oak POPULAR GPU-ACCELERATED APPLICATIONS _ Singlecnly processing Yes

extraction
e

o5
ftA SEA3D Pro Seismic Interpretation Attributes
calculations, geobodies

extraction

Geostar Seismic Suite Seismic Processing Multiple
algorithms (RTM, etc) Yes
Headwave Suite Seismic Interpretation Afiributes

plug-in e
Snell Alchemiston

EDCINE-X
Color grading CL

only encoding Yes
SGO Mistika Color grading and Telestream Vantags

HUE
development platiorm Yes
OpenGeo Solutions.
Openseis

Seismic Processing Spectral Decomposition Yes
Panorama Tech Sesmic processin, Modelng

Interpretation

‘The Pixel Farm PFClean Image restoration and

remastering CUDA-based image processing

acceleration

single onl

COMPOSITING, FINISHING AND EFFECTS

APPLICATION DESCRIPTION SUPPORTED

FEATURES MULTI-GPU SUPPORT

ABSoft Neat Video Video noise reduction plug-in
e only

p 9
ON-AIR GRAPHICS

APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTI-GPU SUPPORT

Avid On-air

tc) Ve
Paradlgm Eohos RTM Seismit Processing RTM
algorithm Yes
Paradigm SKUA Resenvoir Modeling Faults, Horizons
and Yes

Brainstorm Estudio Virtual Sets and motion graphics
Real-ime graphics rendering Single ol
Chyron HyperX On-ai graphics Real-time graphics

Adobe After Effects CC

VorelGeo
Seismic Interpretation Volume Rendering, Horizon
Fiattening Yes

Roxar RMS Resenoir Modeling Mulii GPU

Chyron LEX On-air graphi

SciComp, Inc Derivative pricing,
Carloand PDE

es
QUDA Library for Lattice QCD
GPUS.

CUDA supports the following fermion
formulations: Wilson Wilson-clover, Twisted
mass Improved staggered (asatad or HISQ)
and Domain wall

Yes

POPULAR GPU-ACCELERATED APPLICATIONS

structural AMI analysis Single onl NVIDIA
mechanics ANSYS HFSS Simulationtool for modeling 3-D full-  Optix
Direct and iterative solvers Yes wave Yes
Impetus Afea
ructures and high-speed electronic components, Premium

st
and components exposed to extreme

Transient solver Yes

Finishing and color grading Post-production

Harris Inscriber On-air graphics Real-time graphics
rendering Single onl

Monarch dScript 3D Virtual sets Real-time graphics.
rendering Single only

Monarch Twister Pro Virtual Sets and motion

(UEspace Yes
Seismic City Prestack
Interpretation

eismic Processing Multiple algorithms (RTM, etc)
Yes
SpectraSeis Seismic Processing Fullelastic wave-
equationimaging an

different scales (e.g. star formation,

‘computational genomics applicationson
CPU-GPU systems.
Yes

g
formation

CUDA acceleration is applied for radiative.
transfer for reionization, an

NVBowtie
Bowie2 aligner on top of NVBIO

ing AMR
Yes

‘comparablequaliy results

es
REACTA A

system for performing
simulations of Systems described
by differential equations running on

CATALOG | MARI4 |07 loadingconditions CST Microwave Studio integrated end-to-en analysisof
Xcelefit SOK (DKt L Mws) toolset for 3D VFX, editorial,and color Monarch Virtuoso Virtual Sets and motion graphics ~ Yes
boost LS-DYNA 20 EM modeling Transient solver  grading Real-time graphics rendering Single only Stoneridge Technologies
e usedLi Yes Single Only Pixel Power Clarity On-ir graphics Realtime GAMPACK
(e.. Monte-Cario, i Ms for effects rvoir u
structural performance and antenna-to-antennia Single only RT Software 10G On-air graphics Real-time graphics Package Yes
coupling Boris FX Continuum rendering Single only rerraspark Insight Earth Seismic Interpretation
genevams CupA and Direct sparse sohver Yes vfrequency solver Yes Complete Vizrt Viz Engine On-air
de), MSC M: structural EMSS FEKO 3D EM modeling and ] lug-in Faster eff e only faultexracion, Cunature Atibuies
ond Ui operatng etems mechanics solver Single onl Cinnafiim Dark Energy Wasp3D Beehive On-air graphics and vitual sets
Yes Direct sparse solver Yes mcom XFtd 3D EM modeling and simulation  Plug-in Real-time graphics rendering Single only Tsunaml RTM Seismic Processing RTM algorithm

Synerscope’s Synerscope
Data Visualization

OptiStruct Simulation and analysistool for structural FDTD solver Yes
S|

mechanics
nd iterative solvers Yes

insight
exploration of large network
datasets including geo-spatial and

equation

of GCTA
e

ry one of
ones, all

Try it today.
www.nvidia.comigputestdrive
02| POPULAR GPU-ACCELERATED
APPLICATIONS CATALOG | MAR14

uantum Chemistry
APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTI-GPU SUPPORT

Main features Yes
Quantum Espressol
sct

An niegrted uite of computer codes

PUs), and
additional features. The purpose of REACTA
is to quantify the contribution of genetic
variation to phenotypic variation for complex
aits,
GRM creation, REML analysis, Regional

V)

oaien modeling at the nanoscale

Yes

find total energy,
and electronicstructure of systems made of
electrons and nucleiwithin DFT
Local Hamiltonian, non-local Hamitonian,
LOBPCG algorithm, diagonalization/

tains BigDFT.

powetultool s that

multply), explcit
3D FFTs

Yes
VASP First

accurate alignments o many ponk

computational kemels into dynamically
compiled loop nests shaped for input size
d GPU structure

es
06| POPULAR GPU-ACCELERATED
APPLICATIONS CATALOG | MAR14
Defense and Intelligence

APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTIGPU SUPPORT
DigitalGlobe Advanced

Ortho Series

singleonly.
QuantAlea’s Alea.cuBase
Fi

F# package enablinga growing set of Fi¢

Nimesh's Hybriczer C Muti-arget C iamework
for data parallel
compuing
# with translationto GPU or Multi-Core
Xean

of electronic.

Yes
ACES Il Takes best features of parallel

stiuctures based on quantum theory

methods for electronic structure
Integrating scheduing GPU into SIAL
programming language and SIP runime
environment

ADF Density Functional Theory (DFT) software
package that enables

Hybrid Hartree-Fock DFT functionals
nge

Yes
Visualization and Docking Software
APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTIGPU SUPPORT

a

p:
Eterix Blaze Terra Geospatial Visualization 3D

Next Generation sequencing and genormic
‘comparisons.

Hardware and softare for reference
assembly, BLAST, SW HMM, and de novo
assembly

SOAP3 GPU-based software for aligningshort

electronicstructure calculations
Fock Marix, Hessians Yes

BIgDFT Implements density functional theory
by solving the Kohn-Sham equations
describing the electrons in a material

DFT; Daubechies wavelets, part of Abinit Yes

mira5 A reads with sequencelt can find

for vsualzng, manjpulatng and all alignments with k mismatches, where k
bio-medical is chosenfrom 010 3

data Shortread alignmenttool that s not

D d

surfaces

singleon!

BINDSURF A virtual screening methodology that
uses

es
Exelis (ITT) ENVI Geospatial Visualization Image
orthorectifcation

(custom builds onty)

Yes

DS Exsight Uses Abaqus Standard for GPU
computing Direct sparse solver Single only

DS DesignSight Uses Abaqus Standard for GPU
computing Direct sparse solver Single only
PAM-CRASH Implicit Muliphysics simulation
package used Linear equation solver Single only
NX for

EAG SEMCAD-X 3D EM modeingand simuton
FDTD solver

Rocketck RocketSim Veriog simulaton Veriog
simulation Yes

Mediaand Entertainment

ANIMATION, MODELING AND RENDERING
APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTIGPU SUPPORT

Max +

mechanics
Linear equation solver Single only
COMPUTER AIDED DESIGN

APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTIGPU SUPPORT

NVIDIA iray

2D modelng,animatn,and rencerg ray
v, photorealistic and

pnyslcaHy correct rendering

‘AUOCAD 2D and 30 CAD design.drafing, modeling Autodesk Maya 30 modeling,arimaion, and

architectural drawing, and engineering
Supports Open GL. Native DVG™

Color management Al features accelerated with
CUDA Yes
‘CoreMelt complete Visual effects plug-n Faster
effects Single only

n Fusion Effects and compositing Faster effects
single only
GenArts Monsters GT

12| POPULAR GPU-ACCELERATED
APPLICATIONS CATALOG | MAR14
ON-SET, REVIEW AND STEREO TOOLS
APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTI-GPU SUPPORT

fos
For

WeslevGeco Omega2
RTM

Seismic Processing Multiple algorithms (RTM, etc)

uD!

effects Single onl
GenArts Sapphire Visual effects plug-in Faster
effects Single onl

ROBUSKEY Chroma keyer plug-n Faster effects
single onl,

Neat Video Open FX Video noise reduction plug-in
Faster effects Single on

NewBIueFX Video

Essentials

. larger scenes)

in Faster effects Single only
NewBlue Titler Pro Video titing plug-in Faster effects

BlueFish 4K Review Review and approval of 4K
content Real-time Single only
Colorfront On-Set

U-accelerated

pplications please visit www.nvidia.com/teslaapps
©2014 NVIDIA Corporation. All rights reserved.
NVIDIA, the NVIDIA logo, and CUDA, are.

and approval of 4K
content Real-time Yes

NVIDIA Corporaton. Al compary and productnames

eyeon
time Single on

ective owners with whichthey

resy
Lgheralt Prevzion On-set worlow Real-ime Singlare assocaled. Feaues, pricng,avlabii, and

nly
Tweak RV Review and approval of 4 contentReal-
time Single only

APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTI-GPU SUPPORT
‘3DAliens Gluad SPH fluid simulation Faster

Terain analyics

o geospatialdata Yes
Incogna GIS Geospatial Visualization Image
processing on Tesla cloud servers.

Object recognition

Yes

Inergaph Moton Video

Yes st
SOAP3-0p SOAP3-p: Ultra-fast GPU-based ool for Vmen fiters and mosaic'ng - Geo-tuses

shortread alignmentyia

iynamic programming

le only
Blastcode Kiton/

ysics-based simulation plug in Faster simulation

Jawset TurbulenceFD Physics-based simulation plug

Yes software. windowed stereo SIMULATION
MISYS Global support. Single only single only
enterprise wide Surface, mesh, Builder Character Pixelan AnyFX Video effects plug-in Faster effects
isk ransparency package parametri single only
Risk Analytics Yes drawing capabiliies. Native DWG™ interactive
MiAceLib High Speed Mult-Algorithm Search Engine support. rates. single on;
library providing high speed text string ingle anly Singleanly Red Giant Effcts Suie Visual effects plug-ns Fasterbegaton
D model
X complexity at interactive. Red Siant Mag\c Bullet single on,
capture, connect, and showcase designs rates.
2D/3D display of designs, interactive 3D Singleonly Gotorand fnishingtoos Fster ffects Singleonly

Exact Text maich Search, Approximate\
Similarity Text Search, Wild Cart
xt Search, Proximity & Percentage

‘Text Search, MultiKeyword and
MultiColumnMutiKeyword Text Search,
RadixSort Text

Yes
SunGard Adaptiv
Analytics

fast

P Renderer Cl Foundry HIERG nform
rendering-ray tracing Rendering Yes and review
Singleanly CentiLeo GPU Render GPU Renderer CUDA-based timeline
Autodesk 3ds Max 3D PU Better interactivity Single only
modeling, Chaos V-Ray RT GPU Renderer CUDA interactive

ymes, film, and motion graphic:
‘modeling, mesh and surface modeling,

amaﬂnn simuaton,and rendering or

and final-frame GPU
Rencerng

The Foundry NUKE and
NUI

‘Compositing tools with 3D tracker Faster effects
single only

Teuset

in Faster simulation Single only,
multi-GPU

WEATHER AND CLIMATE FORECASTING
APPLICATION DESCRIPTION SUPPORTED
FEATURES MULTIGPU SUPPORT
Accuweather Cinemative

HD

Weather graphics Real-time Single only.

ecifications are all subject 1o change without
notice. MARL4.




Software Development Ecosystem

for Intel Xeon Phi

Open Source

Compiler gcc (kernel build only, not
for applications),
Python

Debugger gdb

Libraries TBB (in Intel Studio XE)
MPICH2
FFTW
NetCDF

Profiling & Analysis
Tools

Workload Scheduler

System Management

For more information:

Commercial

Intel Parallel Studio XE (C++ & Fortran)
Intel Cluster Studio XE (C++ & Fortran)
CAPS HMPP compiler (beta)

Intel Debugger
Rogue Wave TotalView (beta)
Allinea DDT

Intel MKL, Intel MPI, OpenMP, Intel IPP,
Cilk™ Plus (in Intel Studio XE products),
NAG

Rogue Wave IMSL

Intel VTune Amplifier XE
Intel Trace Analyzer & Collector
Intel Inspector XE

Altair PBS Professional,
Adaptive Computing Moab

SGI Management Center
Bright Cluster Manager (beta)

http://software.intel.com/en-us/articles/intel-and-third-party-tools-and-libraries-available-with-support-for-intelr-xeon-phitm Sg I
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Next generation XEON: Haswell

Tick/Tock Development Model

#23,',‘,‘,5;‘;“5 32nm Process Technology 22nm Process Technology

NeW Westniene: |y Bric Ivy BridgE] Fzizvy=)l

NEW Intel® Inte NEW Intel Inte! NEW Intel
Microarchitecture [OBICHILECHIEN Microarchitecture | MIGIOGICHILEEUIIE! = Microarchitecture
(Nehalem) (Nehaiery) (Sandy Bridge) (Sziniely Bridgz) (GESE)

TOCK J— | TOCK | TOCK

Haswell CPU Family

Builds upon innovations in the

2nd and 3rd Generation Intel® Core™ i3/i5/i7 Processors

IDF2012

INTEL DEVELOPER FORUM

sgi



Next-next generation HPC XEON

Tick/Tock Development Model PHI

#22.!,‘,‘,5?9‘;“5 32nm Process Technology 22nm Process Technology

NeW Westiiee |y Ericlef Ivy BriGGE sy

NEW Intel® Inte: NEW Intel Inte! NEW Intel

Microarchitecture MIGTOEIGHIISEWIIEN Microarchitecture |MICTOBICHMIIEEWMINE Microarchitecture

(Nehalem) (INEREIETY; (Sandy Bridge) (Sziglely Sridgz) (GEREID]
TOCK ‘OCK TOCK

i
4

4th Gen
Intel® Core™ i7

Haswell CPU Family

<

Builds upon innovations in the

2nd and 3rd Generation Intel® Core™ i3/i5/i7 Processors

IDF2012

INTEL DEVELOPER FORUM



“Pyramid 1U”

NVIDIA GPU accelerator support:
+ 3x K10, K20, K20X

NVIDIA graphics GPU support:

* Quadro Plex 7000

Intel accelerator support:

« 3x Phi

10

Model

C1104G-RP5

Chassis Profile

1U standard-depth

Servers/System One dual-socket
Chipset Intel® C600
Two Intel® Xeon® processor E5-2600
Max. Processors .
series
Max. CPU TDP 115w
Memory Slots 8 DIMM slots
1600/1333/1066/800 MHz DDR3 ECC
Memory Type
Reg
Max. Hard Disk Drives 4 x 2.5" drives

Expansion Slot

Three PCle 3.0 x16
double-width slots

One external PCle 3.0 x8 low-profile slot

Networking (Onboard)

Dual-Port GigE controller (Intel® 1350)

IPMI Remote
Management

Integrated IPMI 2.0

Power Supply

1800W Redundant* Platinum Level

10 Sgi




“Pyramid 2U”

NVIDIA GPU accelerator support:
+ 4x K10, K20, K20X

NVIDIA graphics GPU support:

* Quadro Plex 7000

Intel accelerator support:

* 4x Phi

Model C2110G-RP5
Chassis Profile 2U standard-depth
Servers/System One dual-socket

Chipset Intel® C600

Max. Processors

Two Intel® Xeon® processor E5-2600 series

Max. CPU TDP

130W

Memory Slots

8 DIMM slots

Memory Type

1600/1333/1066/800 MHz DDR3 ECC Reg

Max. Hard Disk Drives

10 x 2.5” drives

Expansion Slot

Four internal PCle 3.0
Xx16 double-width

(optional riser card for 2 additional external
PCle 3.0 x16 double width slots),
One external PCle 3.0 x8 low profile and one
PCle 2.0 x4 full height

Networking (Onboard)

Dual-Port GigE controller (Intel® 1350)

IPMI Remote Management

Integrated IPMI 2.0

Power Supply

18OOW Redundant** Platinum Level

11
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SGI UV 2000

Within a Single Standard 19" Rack

Up to:
* 64 socket/512 cores/1024 threads
or34 CPU + 30 Intel® Xeon® Phi™

or36 CPU + 28 NVIDIA® Tesla®
K20,K20X, or K40 (2 partitions)

* 16TB memory
« 63 x16 PCle Gen 3 Links

. 12 sgi



SGI UV and Scale-out Compared

Architecture
Reference Terms

System Limit
CPU

Memory, Storage,
networking

Interconnect or
System Fabric

Hardware Package or
Building Block

Software

Applications

Cost

Scale Out
Cluster
Distributed Memory

16 cores, 0.5 TB memory

x86
Intel® Xeon® or AMD Opteron™

Industry standard

Ethernet or InfiniBand

Blades or Rackmount, 19” rack

Off the Shelf

Small scale single apps
cluster or “MPI” apps

Lowest cost x86 architecture

13

Scale Up
Single System Image
Shared Memory

2048 cores, 64 TB memory

X86
Intel® Xeon®

Industry Standard
SGI NUMAIlink

Blades (UV2000) or
Rackmount(UV20), 19” rack

Off the Shelf

Small or large single apps
Cluster or “MPI” apps also

20-75% > scale-out,
~1/3 the cost of ‘Big Iron’.

13 Sgi



SGle Value Propositions

Long history of working with accelerators

*  “Home-brewed” — Geometry Engine, TPU (Tensor Processor Unit)

- FPGA’'s (RASC™ technology), GPUs, SOCs

« 50 application experts focused on it

Accelerators in both a scale-up and scale-out environment

32 Inte)l® Xeon® Phi™ coprocessors in SGI® UV™ 2000 (COSMOS and
TGAC

« SGI: the only vendor able to deliver hybrid scale-out and scale-up solutions
Everything you need in a powerful solution

* Factory-integrated, tested, rack level delivery — plug in and go

«  Starter kits

»  Worldwide customer support

Fully-managed, with SGI Management Center and Performance
Suite software

o

14 §g



SGI® Integrated Clusters for Intel
Xeon Phi

1 A complete, managed GPU solution of software anA
hardware, all you need for a powerful deployme

=]

- Hardware stack
Rackable™ C2108 head node
Either/or Rackable C1104G or C2110G compute nodes
Infiniband NICs and Switch
Ethernet switch for management

Add SGI InfiniteStorage solutions, either direct-attached to the head
NAS

f—
=
e
_
=
—_
=

] Software stack

SGI Management Center software

E—
{3
(3
B
=
=
=
=
E
L
13
=
13
| -
N =
=
X

Altair PBSpro Load Management software

] Complete Factory Test & Integration

15 Sgi



SGIl. Management Center

Premium Edition offers Accelerator Monitoring and Management!

« Single system management console with remote server monitoring
and control

- Ease of use, full system manz szt oot ~rn oo
CLI s

- Policy driven, fine grained po == |
computing ;

« Advanced fault, event,
improved reliability

« Advanced capabilities inclu
management, and high avalil

Management
Center

mage Message

. sgi



SMC Premium Edition— Accelerator Monitoring

X @ @ @ sei

1%
3
«

SGI Management Center- admin

File Edit Yiew Actions Help

D5 0@ 8 3 '«
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h_ Configuration & Dashkoard |m Instrumentation ' Provisioning <F Failure Analysis 4 b B x g
Logical . np— . . _ . =
[MIW@W] Memaory | Disk | Metwork [ Kernel ] Load [ Environmental ] Enviranmental List ] GPU ] Power] a
% Cluster =
@ Hosts noo1 ~ |noo4 ~ | |noos ~ %
o e admin = Name: Tesla C2050 = Name: Tesla C2050 = Name: Tesla C2050 ”‘
v N&D i Temp: 64.0 °C § Temp: 64.0 °C § Temp: 31.0 °C =
t&scsi B¢ Fan: 0% € Fan: 0% B Fan: 100 % ™
CPU 1 = Usage: 3T0% CPU 1 &= Usage: 33.0% CPU 1 = Usage: 990 % =
% Mem Usage: 96.76 % % Mem Usage: 38.11 % & Mem Usage: 0.19 % 2
) GPU Clock: 950 MHz ) GPU Clock: 2500 MHz ) GPU Clock: 50 MHz S
> SM Clock: 201 MHz ¥)5M Clock: 191 MHz ¥)SM Clock: 101 MHz .
> Mem Clock: 235 MHz > Mem Clock: 238 MHz ¥ Mem Clock: 135 MHz Deta I Ied G P U
1™ Mame: Tesla C2050 ™ Mame: Tesla C2050 ™ Mame: Tesla C2
4 Temp: 68.0 °C 4 Temp: 68.0 "C 4 Temp: 52.0°C
[ Fan: 30% 5 Fan: 0% [SFan: 42 % re Ortin
CPU 2 = Usage: 287.0 % CPU 2 &= Usage: 287.0 % CPU 2 & Usage: 50.0% p g
% Mem Usage: 14.89 % % Mem Usage: 0.19 % & Mem Usage: 0.19 %
%) GPU Clock: 500 MHz %) GPU Clock: 50 MHz ¥ GPU Clock: 50 MHz bl h H h
>)SM Clock: 501 MHz (¥)SM Clock: 101 MHz (¥)SM Clock: 101 MHz e n a eS Ig
¥ Mem Clock: 235 MHz > Mem Clock: 135 MHz ) Mem Clock: 135 MHz
n006 ~ [ noo7 < | [noos pe rformance
1™ Mame: Tesla C2050 ™ Mame: Tesla C2050 ™ Mame: Tesla C2
4 Temp: 610 °C 4 Temp: 91.0 °C 4 Temp: 43 0 °"C
B¢ Fan: 30% B Fan: 100 % B Fan: 10 % Syste m S to
CPU 1 = Usage: 0.0 % CPU 1 = Usage: 99.0 % CPU 1 & Usage: 1.0%
% Mem Usage: 25.31 % % Mem Usage: 38.11 % & Mem Usage: 73 .58 % o
) GPU Clock: 350 MHz () GPU Clock: 2500 MHz (») GPU Clock: 50 MHz re m a I n at
> SM Clock: 201 MHz >)5M Clock: 191 MHz )SM Clock: 101 MHz
> Mem Clock: 350 MHz > Mem Clock: 238 MHz ) Mem Clock: 135 MHz .
1= Name: Tesla C2050 = Name: Tesla C2050 = Mame: Tesla C2 t h e I r pea k
4 Temp: 46.0 °C 4 Temp: 68.0 °C 4 Temp: 46.0 °C
B¢ Fan: 15 % g Fan: 30% [BeFan: 15 %
Usage: 0.0 % Usage: 2BF 0% Usage: 0.0%
GPU 2 EMem Usage: 14. B9 % GPU 2 EMem Usage: 73.76 % GPu 2 EMem Usage: 73.76 X% pe rfo rm a n Ce
) GPU Clock: 500 MHz () GPU Clock: 503 MHz (*) GPU Clock: 503 MHz
>)5M Clock: 501 MHz 5K Clock: 326 MHz 5K Clock: 326 MHz
> Mem Clock: 235 MHz ) Mem Clock: 325 MHz ) Mem Clock: 2325 MHz
7 BEwent Log l Iﬁ] Prowvision Status
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SGI ICE X Compute Node with GPU

b

QPI
Links?

vy
Ll _

1
o

6.76> |

One dual socket node w/
t WO COProcessors in
one blade slot!

+ Two Intel® Xeon® processor E5-2600 series

- Two NVIDIA® TESLA® K20

* FDR InfiniBand - single or dual plane
* Four DDR3 DIMMs per socket @ 1600 MT/s
* Up to one 2.5” SATA HDD/ SSD drives

* Liquid cold sinks

nine Node

[

Base Node Nodes Interleave

FDR + 1:1 processor to coprocessor ratiof
= Balanced Throughput

. 19 sgi




SGI ICE X Compute Node with Phi

« Two Intel® Xeon® processor E5-2600 series
« Two Intel® Xeon Phi™ 5120D Coprocessor
* FDR InfiniBand - single or dual plane

* Four DDR3 DIMMs/ socket @ up to 1600 MT/s

Expect 1866 MT/s support w/1l DPC populated (w/ Ivy
Bridge-EP)

» Up to one 2.5 SATA HDD/ SSD drive

| 6.76" |

One dual socket node w/
two coprocessors in
one blade slot!

FDR + 1:1 processor to COprocessor ratio
= Balanced Throughput

et \J

20



SGI Cold Sink Technology — Twin Blades

) sgii



SGI Meets All Accelerator Needs!

» SGI has the longest history with
accelerators

 Accelerators have gone mainstream, we are
supporting them across our product line

* The only vendor to be able to deploy scale-
up, scale-out and hybrid landscapes with
accelerators everywhere.

22 gg



SGI ICE: Sample ICE Customers

BAW - Bundesanstalt fur
Wasserbau

Bridgestone

Central Research Inst of
Electric Pwr Ind

CSIR - Centre for

Mathematical Modeling and

Compute
Exeter University
GENCI
HLRN Berlin
HLRN Hannover
ICHEC
ICR
Idaho National Laboratory
IFREMER
Imperial College
IMSc
INMET
JAMSTEC
Korean Air Force

KU Leuven

Mazda Motor Corporation

McLaren Motor Racing Ltd

Mercedes-Benz GP

MPO

NASA Ames

NASA Langley

NIIFI

NIMS

NMCAC

NOAA (CSC)

NTNU

Onera

ORNL

Pontificia Universidade
Catolica— PUC-Rio

Rosshydromet

Scientific Analysis Group

Semiconductor Energy Labs

Sikorsky

Skoda Auto

TI-09

Tokyo University — ISSP

Total

Toyota

U.S. Air Force - Arnold AFB

U.S. Navy/NRL

Universidade Catolica

Universite Paul Sabatier —
CICT/Calmip

University of Arizona

University of Hyderabad

University of Oxford

University of Sao Paulo —
USP/IAG

University of Rio de Janeiro —
NACAD

University of Rio Grande do
Sul — CESUP

US Army TACOM




Hungary 2011-2014

NIIFI supercomputers for non-profit customers:

* Cluster: SGI ICE
Debrecen (18TFlops, 1536 core; 6TB ram)

* Cluster + GPU: HP
Szeged (14TFlops, 2304 core; 5,6 TB ram, 6xM2070)

 SMP/ccNUMA: SGI UV
Pécs (10TFlops, 1152 core, 6TB ram)

http://www.niif.hu/szolgaltatasok/szuperszamitastechnika/altalanos_ismerteto
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Hungary 2015

* Cluster: 200+ Tflops
(200pc GPU or PHI)

Cluster: 30+ GPU or PHI

Cluster: SGI ICE
Debrecen (18TFlops, 1536 core; 6TB ram)

Cluster + GPU: HP
Szeged (14TFlops, 2304 core; 5,6 TB ram, 6xM2070)

SMP/ccNUMA: SGI UV
Pécs (10TFlops, 1152 core, 6TB ram)
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