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What we are aiming at

the top10 now

Rank System

]

Summit - IBM Power System AC922, IEM POWER® 22C 3 07GHz,
NVIDIA Yolta GY100, Dual-rail Mellanox EDR Infiniband , IBM
DOE/SC/0=k Ridge National Laboratory

United States

Sierra - IEM Power System 5§22LC, IBM POWERS 22C 3.1GHz,
NVIDIA Volta GV100, Dual-rail Mellanox EDR Infiniband , IBM /
NVIDIA / Mellanox

DOE/NNSA/LLNL

United States

Sunway TaihuLight - Sunway MPP, Sunway SW26010 260C
1.456Hz, Sunway , NRCPC

National Supercomputing Center in Wuxi

China

Tianhe-2A - TH-IVB-FEP Cluster, Intel Xeon E5-2692v2 12C 2.2GHz,

TH Express-2, Matrix-2000 , NUDT
National Super Computer Center in Guangzhou
China

Frontera - Dell C6420, Xeon Platinum 8280 28C 2.7GHz, Mellanox
InfiniBand HDR , Dell EMC

Texas Advanced Computing Center/Univ. of Texas

United States

Piz Daint - Cray XG50, Xeon E5-2890v3 12C 2.6GHz, Aries
interconnect, NVIDIA Tesla P100, Cray Inc.

Swiss National Supercomputing Centre (CSCS]
Switzerland

Trinity - Cray XG40, Xeon E5-26983 16C 2.3GHz, Intel Xeon Phi
7250 68C 1.4GHz, Aries interconnect, Cray Inc.
DOE/NNSA/LANL/SNL

United States

Al Bridging Cloud Infrastructure [ABCI) - PRIMERGY CX2570 Mé,
Xeon Gold 6148 20C 2.4GHz, NVIDIA Tesla V100 SXM2, Infiniband
EDR, Fujitsu

National Institute of Advanced Industrial Science and Technology
(RIST]

Japan

SuperMUC-NG - ThinkSystem S50, Xeon Platinum 8174 24C
3.1GHz, Intel Omni-Path , Lenovo

Leibniz Rechenzentrum

Germany

Lassen - IBM Power System 5922LC, IBM POWERS 22C 3.16Hz,
Dual-rail Mellanox EOR Infiniband, NVIDIA Tesla V100, IBM /
NWVIDIA / Mellanox

DOE/NNSA/LLNL

United States

Cores

2,614,592

1,572,480

10,649,600

4,981,760

448,448

387.872

979.072
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305,856
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61,444.5 100,678.7 18,482
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21,2300 27,1543 2,384
20,1587 41,4612 7,578
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Exascale



HPC and Al can dramatically improve the way we live,
work, and innovate

Energy Life Sciences Manufacturing

e = m =] _I=

- Timely and more precise - Wind energy optimization - Accelerated drug - Predictive and

weather forecasting _ Better photovoltaic discovery prescriptive maintenance
- Improved understanding efficiency - More personalized - Automating product

of climate change healthcare lifecycle management

- Short design cycles

— Better quality, competitiveness, and time to market across every sector



24889 \\here is HPC ?

-

« Human genome sequencing

* Nuclear Stockpile Simulation
W ° Airplane/car manufacturers

N+ Military systems

B - Rendering farms
® + Oil & Gas, reservoir simulation, seismic... o =k
* Chemistry W
* Banks =
« Formula 1
* Weather forecast
* Universities




The main trends

* After a boring period, increasing demand for the higher computing
performance, the reasons:

* HPC delivers compelling financial returns
* New HPC areas: Al, ML, and DL



HPC delivers compelling financial returns

Up to $463 dollars on average in revenue and up to $44 on average of profits (or cost savings) per dollar
invested in HPC?

Financial Services Oil and Gas Life Sciences Manufacturing

Accelerating trading & Transforming exploration Enhancing patient care Automating product
portfolio management and production and predictive medicine lifecycle management
Avg. of R $
Yoo be s $834 $416 $160 $83
Avg. of Profit or
Cost Savings $ $61 $54 $41 $20
per HPC $

1 Hyperion Research Study of HPC ROI, June 2018 8



New fields of use: diving into Deep Learning
“‘We need to go deeper”

Artificial Intelligence (AD) =+« xssesses - seese Machine Learning (ML)

A process where a computer solves

fole) < Algorithms that allow computers
a task in a way that mimics (Q;.J) fo leam from examples without
human behavior, Today, narrow i . bei il ol
Al—when a machine is Artificial Intelligence ng explicitly programmed.

trained to do one particular

task—is becoming more
widely used, from virtual
assistants to self-driving Machine Learning

cars to automatic tagging
your friends in your
photos on Facebook.

«+ Deep Learning (DL)

A subset of ML which uses
deep artificial neural networks
as models and does not
require feature engineering.



The main trends

* the HPC technologies are constantly evolving — how to increase the
computing performance?

* New (Exascale) architecture

« Computing devices (CPU, GPU, FPGA, ...)

« Bandwidth between the computing devices and the memory (HBM)
* (Optical) Interconnect: more 1/O and less latency

10



PathForward - Exascale R&D program

Central element of DOE’s Exascale Compute Program (ECP®

System Silicon
architecture design

Optical
interconnects

é

Rx module CMOS

mw

0000

T Optlcal coupler

U.S. DEPARTMENT OF

1/0 Subsystem

=
Jﬁen Ifabric

- nfinty Fabric BiEE

ni
DR Optical
L 1 pcte Lanes Suiten |
Mz Electrical

Switeh

«D
Gen-ZLinks

FAM h‘lhmﬂ[l’m o

FAM ML'I controller

Technology Development

- [Exascale architecture
- Application co-design
- System monitoring
- Power and cooling

 m— |

Gen-Z Chipset
Development
and Integration

=N/

Network modeling
Router architecture

Topology (OZS ASIC) -

Gen-Z software (MPI)

Photonic Volume
Fab

Packaging of
photonics,
electronics, fibers

- Media controller
File and data
access library




Explosion of processing elements

Despite recent turmoil, Xeon will remain & . . P »
strong and will keep going FU] lTSU Dedicated to built a very “capable” CPU

US exascale remains a strong Lots of HBM2, rich 1/O subsystem

technology driver

intel.

+' Google TPUs and a
& many many silicon
=' valley startups

Laid the “golden egg”, keep iterating (MMA, etc).
CUDA was developed with almost perfect timing

@Z nVI DIA® HPC used to be able to scoop up the good

consumer parts for a premium, but now has to
battle with the growing Al market

) Vector Engine now available to any
Embraced the MCM route first: allows for system vendor - with good HBM2
A M D l more die periphery, easier thermals,
‘ enhanced connectivity
. . d
GPU roadmap/software catching u -
P 9P I i [~ P Risc-V or ARM?
-

First "credible” HPC ARM CPU WW availability?
® N !
M A R V E L L 8 channels, good flops, flexibility to ~ European Processor Initiative
adopt new technologies

y Others... Some

Committed to HPC through its integrators X ¥ more or less
. - "relevant’...
Stepping up on software enablement, -
12

next gen features, go to market




The Compute Paradigm is undergoing Transformation

» Moore’s Law has been struggling for some time.
« Single-threaded performance hasn’t increased in ~10 years
» Paradigms are shifting to increase performance and lower licensing costs
» Accelerators gaining acceptance

* Intel stumbling in fab lithography transitions
» Slipped 2 years on an already protracted transition
+ TSMC is yielding well at 7nm; Intel yet to reach 10nm
* Opportunities for AMD, ARM, and others

TOYIS —
BEREEEL A
|
~2yrs ~2yrs ~2yrs ~2yrs ~3yrs : 1onm
65nm 45nm 32nm 22nm 14nm 10nm 7nm
TSMC
is here!

=

2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

A 2017 Projections A current Intel Projections

2020

13



Intel’s General Xeon Roadmap

Intel’s SKU
strategy

Plat.

Goldé

. SkylLake

Silver

| CLX - AP ,

2018 I 2019 I I 2021

14



The good news: the HPC industry is growing fast again!!!
And the high-end is the fastest growing segment

Worldwide HPC Server Revenue Snapshot

2017 2018 2019 2020

— Supercomputers w— Divisional
Workgroup w—Total growth (%)

A Supercomputers CAGR 14.5%
A Divisional CAGR 5.9%

A Departmental CAGR 6.1%

A Workgroup CAGR 6.8%

2017-2022 Revenue ($M) with Growth (%)

:Z.-.-..»F]

28758 H

2021 2022
s Departmental

Total

Market
CAGR
9.8%

Source: Hypenon Research 2018

>

>

>

>

Exascale initiatives

New HPC areas and workflows
HPDA, Al, Al in the loop, data driven simulation,
muti-scale, multi-physics

Operational HPC
Weather, emergency response, smatrt cities

Dramatic increase in Average System Price
Less systems but a lot bigger!

15



Al + HPC, the new drivers of the
REVOLUTION



Ingredients: Big Data

ek
5
E Sensors  Infotainment
~N

Systems
................ Streaming
Video
E User loT Data
) Generated Social
g e Hework User Click Natural
Stream Language
......... s Pracescina
= Mobile Web
2 Sentiment Wearable
. Devices

................ 3 Business
_ Data Feeds (S
Dynamic Secur‘;tt:,yer Logs

Details Pricing HD Video

TERABYTES

Segmentation Search
: Marketing Speech To Connected

Purchase Purchase Text Vehicles

Detail Record Behavioral
Targeting Product/

Service Logs

Support Payment Dynamic Machine
Contacts Record FTES SMS/MMS Data

GIGABYTES



Ingredients: Al algorithms

x1[ wi ] Hidden
X2 Input
X3 Output
b y
X5
XA
X7
B
G|
o
4
o \\.‘_ o " o ] a
£ [ ] T ny B ﬂaanﬁ'u = .
TESWRRI T, L T,
o o ~3'o %0 ]
-3 “H\
—id}
-6




Algorithms + Big Data + GPUs =
The Big Bang of modern Al

recognition/classification -> recursion/time series -> generative



Software, by example

Deep Learning builds functions from examples of desired behavior

- 3 } a = bg
HURRICANE function ;

DETECTOR q(e), a = 20 { var o

| g | — 8.repl %
/ | ~ { ® == r(a[c), b.)c?sgb.i
| ™

dogged”).a(), a = q(a),

/ : | 3€ € a.length;c++) { @ =

B = b.length - 1; returr

Functions are the building Some functions are too complex to code by hand. Mix freely with
blocks of software. DL can Generate complex functions by example. conventional software and
approximate any function. algorithms



HPE & HPC



HPE is the market leader in HPC

1
d HYPERION RESE ARCH

HPE market share —

34.2%

WW HPC Revenue 20171
32,97
%

>

34,21
% 19,00

%
I ] 7,09%4,69%2,04%
|

“HPE’s next-generation and new
Apollo systems will facilitate that
adoption by providing easier
integration and management

HPE’s #1 share is 15 pts > #2 Dell

while delivering extreme density
to reduce data center footprint
and extend the range of HPC
and Al use cases.”

Creating value for customers

Steve Conway,
SVP of Research

IR}

Zentralanstalt fur

Meteorologie und
Geodynamik
/\I/A ZAMG
. iNREL
'E
=

NATIONAL RENEWABLE ENERGY LABORATORY

VPSC

ﬂ Tokyo Institute
of Technology

Sandia
|I'| National
Laboratories

HPE helps EPFL Blue
Brain Project unlock
the secrets of the
brain

-/ Blue
_, Brain
¥ 'Project

World’s largest Arm
Supercomputer for U.S.
Department of Energy?

Laboratories

Best HPC Server —
20173
HPE Apollo 6000 Gen10

Best HPC

Readers’ Choice
Awards

Fastest parallel
processing performance*

HPE SGI
8600

HPE GreenlLake —
best-in-class®
consumption model

HPE GreenlLake

teom: ashe g of 1 Orepimiben piepariae saktons for
g rebbnts o gl consmplont e 17

15 See speakers notes for substantiation.
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HPE continues to be the market leader in HPC

MAY 17, 2019 - PRESS RELEASE:
HPE to acquire supercomputing leader Cray

https://www.hpe.com/us/en/newsroom/press-release/2019/05/hpe-to-acquire-supercomputing-
leader-cray.html

o
A SPI —
P g Hewlett Packard
Q : A Silicon Graphics Company Enterpri SE

o cCRAaNY

Top100: 15 HPE + 26 Cray = 41% (2019)

23


https://www.hpe.com/us/en/newsroom/press-release/2019/05/hpe-to-acquire-supercomputing-leader-cray.html

HPE purpose-built portfolio for HPC

Advisory, Professional, Operational Services | HPE GreenLake Flex Capacity | Hybrid HPC

Supercomputing / Enterprise / Commercial HPC Adaptive Cooling HPC Software

HPE HPE Apollo HPE Apollo HPE Apollo HPE Adaptive Rack - HPE Performance
SGI 8600 6000 Gen10 2000 Gen10 sx40 Cooling System Cluster Manager

- HPE Message
Passing Interface

(MP|) HPE HPC
Software
- 3rd party solutig
offered by HPFE commercial — Con;'vgércml
'E':"e’:;:};““"‘ Software
_ - Software
Liquid cooled, Air-cooled, The bridge to Max GPU capacity Higher power opeit
Petaflop scale for HPC at rack enterprise scale- and performance density with less Source
HPC and Al scale out architecture with lower TCO datacenter heat Jomware
Emerging HPC In-memory HPC HPC Storage Solutions Networking for HPC
HPE Apollo HPE HPE HPE Superdome - HPE Data Management
6500 Gen10 Apollo 70 Apollo 35 = Framework o~ - Intel® Omni-Path
ex Server .
— Scalable Storage for Lustre 255&555 Architecture
- WekalO Matrix b _d
) ‘ Scale-up, — Mellanox
"_:rm :ﬁ; shared memory HPE Apollo, ProLiant and JBODs [l ; InfiniBand
A HPC, combines . . — )
Enterprise platform for HPC cluster ready Best AMD Performance in best of HPE ;_k"s N - HPE FIEXFab”c
accelerated computing  Arm Based server Dense HPC Platform ici:(ﬁggies (—b = e Networ




High Performance Computing Software
Building the No. 1 HPC software environment

—
Hewlett Packard
Enterprise
HPE Message Passing Interface mance
HPE Performance Cluster Manager nized '@ °
HPE Insight Cluster Mgmt Utility o
HPE SGI Management Suite ®
HPE Data Management Framework ® P
°® - o
HPE HPC °
° Software —
) /\ (ne)  Arm
@2 NVIDIA EENIEIENBT
Q'edhat SUSE /\ PGI <
"y Altair Commercial — Commercial —=NICE pdegtive
EBSchedMD g elastic Open Source HewlettPackard = HPC Software | < B"QMCW““W{VEK AiO
Nagios' Software Enterprise
o
° \ "
[ J 5 ﬁ
{
Open Source |, \GCC) AMD"
® o Software Lu stre’

®e Supported*

ANSIBL

t0S
SUEE
Nagms ES}

0° elastlc

*Support does not include Open
Source components
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Project Badger Approach — A Flexible Platform

2019 and Beyond Challenges

The Badger Approach

Higher power compute components
challenging rack power densities

Liquid Cooled Platform. Support 100KW+/Rack
Room Neutral Cooling and Power efficiency >90%

Increased FLOPS / Node challenging
our delivery of adequate bandwidth

Dramatic increase in injection BW
Support for IB, Omni-Path and GenZ Fabrics

Plethora of emerging technologies
challenging our ability to keep pace in
platform development

Flexible design to support different compute and
fabric elements

Leading the Path to Exascale
challenges our bridge to productization

Advanced Topologies to Support 10s of Thousands
of nodes
Management tools for large scale systems

26




Badger Platform — Why?



Power Density is on the Rise

300
250 ————————————
Watts / CPU
250W+ 200
e=mNext Gen
S Liquid
€ 10 e Current
£ Liquid
Watts / GPU t 2 i
A00W _E’ 100 —————— e=m|\lax for Air
<
e=mAverage
Rack
50
e
Dﬁéﬂﬁﬁ‘g"?&%’;ﬁi}iﬁk} ! Do you care?
0 : : . |
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|O Traffic is on the Rise

East/West Traffic Connectivity Costs and Generational Costs
Is increasing Complexity increasing are increasing
_ CebleCostScalabilty [ Signaling challenges in PCB material i S PR s E
Traffic Growth - e o s s sl
4 e g PCle Gen2 (5 GTis Expensive PCB Materials
] : i i % B PCle Gen3 (8 GTis)
g %20 _?| 1 Q"a 01a Q”“‘ 2616 Useful Board Routing Lengths
g5 i f ; I Otus 0248
£ = : : : : PCle Geht (16 GTs) |
310 i i i i | ‘
Internal E : : : : :
55 i i i i i
5 E 206G 406G 56G 100G 200G 4006
(meters) S 0 A A i A A A
Tolnternet (Egress) ——Copper Cables  ——Active Optical Cables Passive Optical Cables 2005 2010 2015 2020 2025
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Project Badger — HPE Platform for Leadership in HPC

Badger is a production supercomputer, carefully designed with the purpose of
providing the users top application performance per dollar invested.

Protect our customer investment and
prepare for upcoming technologies

» Badger is a GenZ ‘ready’ infrastructure design

» Up to 8 planes of extremely high BW fabric w/o burdening the

: : : baseline offerin

A common infrastructure with choice of _ J .
processing elements » Design prepared for Optical Interconnect

» Fanless at commodity costs will be a game changer

» Exascale Cluster Management SW

: : » Reliability improvement with DLC
Outstanding operational cost / allow

effective system management » Factory Integration and Testing

» Leverage our exascale efforts in other leadership and commercial

Flexible, scalable, efficient fabric and areas (eg. Optical, Genz)
topologies » Committed to open and/or commercially available technologies (IB,
OPA, GenZz)
Keep HPE philosophy for HPC

Badger is the most flexible, efficient infrastructure. Is our customer choice the right processor, fabric, topology,
injection bandwidth to optimize for their budget/workflow and we will support them navigating that path

30



How we are building it?

Leverage and advance!!!

@8600 \

— SGI Acquisition - Flagship HPC
Product

— Gaining share in TOP 500 and
productivity HPC

New Challenges
—Midplane & fabric speeds —

—Memory Bandwidth in new
processors —~——

—Next Gen PCI Speeds

T~

\ —Processor Power Footprintx

Badger Leverages from SGI 8600 — Proven, solid infrastructure

— Architectural Approach
— Liquid Cooling Technology

— Management and Control Infrastructure (HPCM)

And makes significant advances for the next 4 years:

— De-couple fabric-infrastructure (significant challenge for years!)
— Prepared for next generation optical interconnects

— Support for HDR and NDR fabric speeds, ready for GenZ and
Optical

— Increase from 6 to 8+ memory channels/socket and prepare for
SOCs&HBM

— Design for PCI Gen4 and PCI Gen5 distance constraints

— Prepare 300W CPU and 500W GPU power footprints and 54V
power distributions.

— Driving toward 100% liquid cooled during the product lifecycle

31



HPE support topology options to match your workloads

Fat-tree
- General purpose fabric

- Relative consistent hop-count
and bandwidth resulting in
more predictable job
performance

— Cost does not scale linearly
» switch/cable becomes
increasingly expensive with
cluster sizes that require more
than 2-level Fat-tree

Enhanced Hypercube

Best for appellations with
spatial locality

Low cost, and scales linearly to
extremely large systems

Live integration/extension

Best captured by aggregate
bisection bandwidth of all
dimensions

Enhanced Dragonfly

(under investigation)

- Group: Fat-tree topology for
servers in the same group

- System: Multi-dimensional all-
to-all among groups

- Consistent application
performance with minimum
inter-job interference

- Cost scales linearly for large
systems

32



Badger Infrastructure Overview

33



The Future of Leadership HPC — Project Badger

Targeting Exascale — With a Balanced System Approach

Badger is intended to provide HPE users
with a highly efficient, integrated platform
capable of delivering leadership
performance, energy efficiency, and
price/performance at the multi-rack scale
systems level.

34



Badger Infrastructure — Processor and Fabric Agnostic

Intra-Rack Communications
— High-Density and High-Power
— 100kW to 250kW rack powers over time
— 256 CPUs and 64 fabric switches per rack typical
— (4-ports injection BW per CPU)
— 256 CPUs and 128 fabric switches per rack enabled
— (8-ports injection BW per CPU)
— 256 GPUs and 64 CPUs enabled per rack

— Driving toward 100% liquid-cooled
— Room neutral and fanless cooling solution

i
i o

x86 CPUs and GPUs

Chassis Rack-to-Rack Communications

35



GPUs in Badger — Build on proven path

Road to Exascale systems is moving in the >>10TF/node direction with one track leading to 2CPUs : 8GPUs
These nodes have power requirements in the order of 3KW/node.

Leadership Al systems (e.g. Tsubame 3.0) will require very high BW rates — up to 1 Omni-Path port per GPU

Badger provides the infrastructure to Power/Cool/Interconnect those nodes at scale.

PCle x16 TwinAX Cable

The purple NVLinks
only apply to Volta.

SwW1

HCA Mezz
Card
Single or Dual
ASIC

swo

Y

1
1

1 (optional) T
I |G Lorcle

1

| ' SW1 | L
1 | HcAMez |

' card 1

1| single or Dual |

1 asic

: q SWo

1

1

1

1

1

I-Plainﬁeld board

PCle x16 TwinAX Cable

12V Power Cable (Supplemental for the GPUs) from B board location

B board Power &
Network Adapter

GPU Interposer Card

HPE SGI 8600 in production today:

Tsubame 3 - 2160 GPUs
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Badger Cooling Equipment Concepts

94.70 inch (2405.38mm) H CDU Secondary-Side
finished at data center Piping — Very Preliminary

82.46 inch
(2094.52mm) H
shippable

13.42 Ft (4089.4mm) Coolant Distribution Unit
Overall Width (CDU) Dimensions Shown
35.4 inch (899.16mm) W x
60.0 inch (1524.00mm) D x

80.0 inch (2032.00mm) H

Support top or bottom feed of either water or power
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Badger Chassis Coolant Distribution

(8) Switch coolant outlets

CMC/APU

(8) Switch coolant inlets

Rear View

(1) Chassis coolant outlet

(18) PSU
Cold-Plates

(1) Chassis coolant inlet
Rear Isometric

(8) Server coolant outlets

[oNoNONONONCONGONG]

@-@@@cocoo'

(8) Server coolant inlets

Front View
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... and what about in Europe? - EuroHPC
https://eurohpc-ju.europa.eu/index.html

»The goal

» deploying in Europe a world-class supercomputing infrastructure and a competitive innovation ecosystem in
supercomputing technologies, applications and skills
» to develop and maintain in the EU a world-class High-Performance Computing ecosystem, including
»low-power processor and middleware technologies,
»algorithms and code design,
»applications and systems,
»services and engineering,
»interconnections,
»know-how and skills for the next generation supercomputing era

» two pre-exascale machines and several petascale systems by 2020 for Europe's scientific, industrial and public
users

»The budget
»>the initial co-investment with Member States of about EUR 1 billion
>and EUR 2.7 billion later
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Thank you

tibor@silicon.hu
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